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A Locally Adaptive System for the Fusion
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Abstract— Objective measures to automatically predict the
perceptual quality of images or videos can reduce the time
and cost requirements of end-to-end quality monitoring. For
reliable quality predictions, these objective quality measures need
to respond consistently with the behavior of the human visual
system (HVS). In practice, many important HVS mechanisms
are too complex to be modeled directly. Instead, they can be
mimicked by machine learning systems, trained on subjective
quality assessment databases, and applied on predefined objec-
tive quality measures for specific content or distortion classes.
On the downside, machine learning systems are often difficult
to interpret and may even contradict the input objective quality
measures, leading to unreliable quality predictions. To address
this problem, we developed an interpretable machine learning
system for objective quality assessment, namely the locally
adaptive fusion (LAF). This paper describes the LAF system
and compares its performance with traditional machine learning.
As it turns out, the LAF system is more consistent with the input
measures and can better handle heteroscedastic training data.

Index Terms— Objective quality assessment, machine learning,
measure fusion.

I. INTRODUCTION

RECENT advances in information technology have
increased user expectations regarding the visual quality

of multimedia services. However, during distribution, the per-
ceived visual quality may decrease, mainly due to compression
or transmission errors. In order to satisfy the high demands
of the end-user, the visual quality needs to be continuously
monitored.

Subjective quality experiments currently provide the most
accurate way to measure and monitor the perceptual quality, in
which a representative group of test subjects is asked to rate
the quality of distorted signals [1], [2]. However, subjective
experiments are not popular, because they are expensive, time-
consuming and unsuitable for real-time quality monitoring.

The drawbacks of subjective experiments triggered the
design of objective quality measures to automatically predict
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the visual quality as it is perceived by human viewers [3], [4].
Traditional objective quality measures attempt to model the
behavior of the Human Visual System (HVS). However, many
important mechanisms of the HVS are discarded, because they
are either too complex or not sufficiently understood.

To improve the quality prediction, objective quality mea-
sures based on Machine Learning (ML) have been introduced.
These ML-based objective quality measures try to mimic the
HVS mechanisms. As a consequence, they do not require
explicit mathematical models of the HVS [5], [6].

Although many ML-based objective quality measures have
already been proposed in literature, there is still quite some
room for improvement. While ML systems with a linear
response cannot handle the complex behavior of the HVS,
current ML systems with a nonlinear response are often
difficult to interpret and may even contradict the input objec-
tive quality measures. Hence, new forms of ML are needed
that can provide more reliable quality predictions.

This paper introduces the Locally Adaptive Fusion (LAF)
system, an extension of our previous work in [7]. The LAF
system is specifically designed for the perceptual quality
prediction of images or videos. A LAF-based objective quality
measure is constructed in two steps. The first step comprises a
selection of limited-scope objective quality measures, i.e. they
are only reliable for specific content and distortion classes. The
second step comprises a combination of the selected limited-
scope objective quality measures through adaptive weighting,
where the weighting factors are determined by training on
a subjective quality assessment database. In this way, the
composite objective quality measure is suitable for perceptual
quality predictions on a broad scope of content and distortion
classes.

The remainder of this paper is structured as follows.
Section II introduces some basic notations and gives a global
view of the state-of-the-art. Section III describes the LAF
system. Section IV presents a concrete implementation of the
LAF system for the quality prediction of images. Section V
validates the LAF system and compares its prediction per-
formance with the most prominent ML systems in the field
of objective quality assessment. Section VI summarizes the
obtained results.

II. PRELIMINARIES

In this paper, we represent perceptual quality by an opera-
tor Q that assigns a score Q(x, y) between 0 and 1 to each
distorted signal x , relative to its original, undistorted reference
signal y. The higher the value of Q(x, y), the better the
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perceptual quality. We assume the perfect reference hypothesis,
which states that only the reference signals have the highest
perceptual quality [4]. The perfect reference hypothesis is
formulated by the strong reflexivity property [8]:

Q(x, y) = 1 if and only if x = y (1)

Note that, under this hypothesis, every distorted signal
receives a quality score that is strictly smaller than one, even
when the impairments are perceptually invisible. The notion
of perceptual similarity can be formalized as follows: given
a perceptibility threshold T , two signal pairs (x1, y1) and
(x2, y2) are said to be perceptual similar if and only if

−T ≤ Q(x1, y1) − Q(x2, y2) ≤ T .

The perceptibility threshold T depends on several factors,
such as the display device, the viewing conditions, and the
lighting conditions. One possible approach to determine T
from subjective experiments is described in [9].

The perceptual quality operator Q is determined through
subjective experiments. Each test subject individually rates the
experienced quality of the sample signals. The obtained raw
opinion scores are processed and averaged to yield a Mean
Opinion Score (MOS) for all considered signals. We estimate
the perceptual quality score Q(x, y) w.r.t. the Difference Mean
Opinion Score (DMOS) scale, i.e. the difference between the
MOS of the reference signal and the MOS of the distorted
signal:

DMOS(x, y) = MOS(y) − MOS(x). (2)

We then set

Q(x, y) = 1 − DMOS(x, y) − a

b − a
(3)

where a and b are respectively the minimum and maximum
DMOS value. The perfect reference hypothesis is satisfied
when DMOS(x, y) > 0 for all considered distorted signals x
that differ from the reference signal y. Note that the DMOS
value can be negative for certain distorted signals with a higher
perceptual quality than their reference. The quality prediction
of signals with a negative DMOS is not covered by the present
paper.

We denote by M(x, y) the score assigned by an objective
quality measure M to a distorted signal x relative to the
reference signal y. We assume that all objective quality
measures have a monotonically increasing conditional mean
w.r.t perceptual quality, that is, the measured scores tend to
increase as the perceptual quality increases. Objective quality
measures with a monotonically decreasing conditional mean
can simply be replaced by their additive inverse.

The remainder of this section is divided into three parts.
Part A focuses on subjective quality assessment databases.
Part B lists the state-of-the-art objective visual quality mea-
sures. Part C describes the ML systems that are currently
employed in the field of objective visual quality assessment.

A. Subjective Quality Assessment Databases

Subjective quality assessment databases are essential for
the training and validation of ML-based objective quality

measures. These databases consist of distorted signals that
are annotated with MOS or DMOS scores. An extensive list
of publicly available subjective quality assessment databases
can be found in [10] and [11]. By means of example, we
describe three popular subjective quality assessment databases
for images, namely the LIVE, the CSIQ, and the TID database.

The LIVE subjective image quality assessment database
consists of 29 reference images and 779 distorted images
that are annotated with DMOS scores [12], [13]. The LIVE
database focuses on five distortion types, namely Gaussian
blur, JPEG compression, JPEG2000 compression, white noise,
and bit errors induced by a Rayleigh fading channel.

The CSIQ database consists of 30 reference images and 866
distorted images that are annotated with DMOS [14], [15].
The considered distortion types are Gaussian blur, JPEG com-
pression, JPEG2000 compression, white noise, global contrast
decrements, and additive pink Gaussian noise.

The TID database contains 25 reference images, which
largely overlap with those of the LIVE database [16], [17].
The TID database considers no less than 17 different distortion
types to yield a total amount of 1700 images, all annotated
with MOS scores.

B. Objective Quality Measures

Objective quality measures are classified into three cate-
gories according to the need for the reference signal [3], [4].

Most present-day objective quality measures are full-
reference (FR), meaning that they require the entire reference
signal. The simplest FR objective quality measure is the
peak signal-to-noise ratio (PSNR). However, the PSNR does
not have a high correlation with perceptual quality [18].
As a result, FR objective quality measures that incorporate
important HVS characteristics have been proposed, such as
the Structural Similarity Index (SSIM) [19]–[21].

In most applications the reference signal is not available,
so that FR objective quality measures cannot be used. On the
other hand, it is often possible to send a limited amount of
information on the reference signal through a side-channel.
In this scenario, reduced-reference (RR) quality measures can
be employed. A popular RR objective quality measure is the
Generalized Video Quality Model (VQM), standardized by
the American National Standards Institute (ANSI) and the
International Telecommunication Union (ITU) [22].

No-reference (NR) objective quality measures are com-
pletely independent of the reference signal, that is,
M(x, y) = M(x). Most NR objective quality measures
in literature are limited to detect a single distortion type,
such as blurriness [23], [24], JPEG compression artifacts
[25]–[27], JPEG2000 compression artifacts [28], [29], and
MPEG compression artifacts [30], [31]. Following the
ML approach, three distortion-generic NR objective image
quality measures have been recently constructed in [32]–[34].

C. Machine Learning

The purpose of ML is to predict a certain variable from
statistical data [35]. Within the broad field of ML, this paper
focuses on systems that are trained on a subjective quality
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assessment database and applied on a selection of objective
quality measures M1,M2, . . . ,Mm . We assume that the
training database is annotated with DMOS scores. We denote
the pairs of all distorted and corresponding reference signals
in the training set by (xi , yi ), i = 1, 2, . . . , p. We put
qi = Q(xi , yi ) where Q is the perceptual quality operator
defined in (3). For the task of objective quality assessment, a
ML system determines a regression function γ that approxi-
mates perceptual quality. If M is the m-dimensional vector of
all input quality measures Mi then

γ
(
M(xi , yi )

) ≈ qi .

Based on the regression function, ML systems can be
divided into two categories, namely nonparametric and para-
metric. In nonparametric systems, the regression function γ is
directly estimated from the training data. In parametric
systems, the regression function γ has a specific functional
form φβ that depends on a vector of regression parameters β.
Usually, β is determined by the method of Ordinary Least
Squares (OLS):

β = arg minb

p∑

i=1

(
qi − φb

(
M(xi , yi )

))2
. (4)

Parametric ML systems are further classified into linear
regression systems and nonlinear regression systems. The
latter is more flexible and may achieve a higher prediction
performance. The next paragraphs describe the most common
ML systems in the field of objective quality assessment.
A more elaborate overview on machine learning in qual-
ity assessment can be found in the excellent survey papers
[3], [5], and [6].

The General Regression Neural Network (GRNN) is a
nonparametric ML system, introduced by Specht in [36]. It has
been used to construct a generic NR objective quality measure
for images [34]. The GRNN depends on a spread factor h,
which is empirically determined. The higher the value of h, the
smoother the functional approximation of the target perceptual
quality score. The GRNN output is given by

GRNN(x, y) = 1

C

p∑

i=1

qi e
−d2

i
2h2 (5)

with C = ∑p
i=1 e

−d2
i

2h2 and d2
i = ∑m

j=1(M j (x, y) −M j (xi , yi )
)2.

The GRNN is computationally inefficient, because the number
of calculations increases with both the size of the training set
and the number of input quality measures.

The Principal Component Regression (PCR) is a linear
regression system that combines the principal components
(PCs) of the input objective quality measures [37]. The vari-
ances of the selected PCs approximate the variances of the
measure scores. The PCR has been further optimized for video
objective quality assessment in [38]. An alternative to the
PCR is the Partial Least Squares Regression (PLSR), which
takes the variances of both the perceptual quality scores and
the input quality measure scores into account. The PLSR has
been employed for the NR quality assessment of video streams
compressed with the H.264/AVC codec [31].

The standard Feed Forward Neural Network (FFNN) with
one hidden layer is a nonlinear regression system of the form

FFNN(x, y) = g
(
w

(1)
0 +

n∑

k=1

w
(1)
k Nk(x, y)

)
, (6)

where g is the output transfer function and Nk , i = 1, 2, . . . , n,
are the hidden neurons of the neural network defined by

Nk(x, y) = h
(
w

(2)
k,0 +

m∑

j=1

w
(2)
k, jM j (x, y)

)
. (7)

In the above equation, the hidden transfer function h is
typically a sigmoid function. Note that the FFNN can be
extended to multiple hidden layers, but this generally increases
the risk of overfitting [39]. The network weights w

(1)
k and

w
(2)
k, j are numerically determined by the OLS cost function (4).

As the OLS minimization problem, adopted for the FFNN, is
typically non-convex, the numerical solution can get trapped
in one of the local minima. To increase the probability that
the optimal network weights are found, the FFNN needs to
be re-trained several times with random weight initializa-
tions. However, these random initializations do not allow for
perfectly reproducible quality predictions.

Several variations of the standard FFNN have been proposed
in literature. For instance, a Radial Basis Function Network
(RBFN) based on a growing and pruning algorithm has been
used to design a NR image quality measure for JPEG compres-
sion [27]. In contrast to the standard FFNN, the RBFN does
not suffer from local minima, but it typically requires much
more training data to achieve the same prediction accuracy
[40, Ch. 6.1.1]. The FFNN and the RBFN can be generalized
to a Circular Back Propagation Network (CBPN) [41]. The
CBPN has been implemented for the objective quality assess-
ment of MPEG-2 compressed video content [42]. Recently,
another generalization of the FFNN, the Extreme Learning
Machine (ELM), has been applied to design a NR objective
quality measure for JPEG compressed images [26]. For video
quality assessment, a Convolutional Neural Network (CNN)
has been proposed to integrate the frame-by-frame signal
descriptors into a Time Delay Neural Network (TDNN) [43].
By sharing network weights, the CNN greatly reduces the
number of free parameters to learn. The Support Vector
Regression (SVR) system provides an alternative to neural
networks for high-dimensional regression problems [44]. The
SVR has been implemented to combine 88 signal descriptors
for the generic NR quality assessment of images [33]. More
recently, the SVR has been employed to combine several state-
of-the art quality measures [45].

The above described ML systems, although frequently used,
are not optimized for objective quality assessment. Linear
regression systems, such as the PCR and PLSR, cannot handle
the complex behavior of the HVS. The learning process of
the existing nonlinear regression systems is often difficult to
analyze and interpret. Nonparametric regression systems, such
as the GRNN, are often computationally or memory intensive.
Our proposed Locally Adaptive Fusion (LAF) system does not
suffer from any of the previously mentioned issues, as will be
shown in the next section.
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Fig. 1. In the above block diagram, the LAF system is used for three objective
quality measures M1, M2, and M3. During the training phase, the input
measures are combined into five fusion units Ur1 ,Ur2 , . . . ,Ur5 , which are
associated with certain target values r1, r2, . . . , r5 (18). During the application
phase, the fusion units are evaluated on the received signal pair (x, y). By
construction through the use of the local prediction accuracy, the five fusion
responses ui = Uri (x, y) yield more reliable quality indications when they are
closer to their target values ri . The fusion responses Ur (x, y) for other target
values are approximated by interpolating the five points (ri , ui ) (Fig. 3). This
interpolation line typically contains a fixed-point (rfix, rfix). The value of rfix
is the final LAF-based quality prediction of the distorted signal x , relative to
the reference signal y.

III. THE LOCALLY ADAPTIVE FUSION SYSTEM

This section introduces the Locally Adaptive Fusion (LAF)
system for the combination of objective quality measures
M1,M2, . . . ,Mm (Fig. 1). The LAF system relies on mul-
tiple fusion units Ur1 ,Ur2 , . . . ,Urn , which are normalized
weighted sums of the input objective quality measures. The
fusion units Uri are each associated with a certain value ri of
perceptual quality, called the target value. The fusion units are
constructed in such a way that the local prediction accuracy
is optimized near their target value. To this end, the weights
of the fusion units need to be trained on a subjective quality
assessment database.

The LAF-based quality prediction of a signal x with refer-
ence y is a weighted sum of the fusion unit responses. More
precisely, the fusion unit responses are weighted according
to the distance to their target value. By construction, the
weights used to combine the fusion units are adaptive, i.e. their
values change with the received signal. For example, when the
true (unknown) perceptual quality is equal to ri , the distance
between ri and Uri (x, y) will typically be smaller than the
distance between ri and Ur j (x, y) for j �= i . In this case,
the i -th fusion unit has the best prediction accuracy, and will
therefore receive the highest weight.

Accordingly, the LAF system predicts the perceptual quality
of a signal by cleverly weighting the locally optimized fusion
units. In this way, the LAF system can achieve an improved
prediction accuracy on a broader scope of content and distor-
tion classes.

The remainder of this section is divided into four parts.
Part A provides a closed-form formula to determine the
local prediction accuracy of an objective quality measure.
Part B explains the construction of the locally optimized

Fig. 2. The behavior of the separation ratio is visualized for a hypothetical
objective quality measure M. The higher the value of the separation ratio,
the higher the local prediction accuracy. In this example, the highest local
prediction accuracy is obtained in 0.42. The data points are of the form (q, s),
where q is uniformly sampled from the interval [0, 1] and s is sampled from
a normal distribution with mean fμ(q) and standard deviation fσ (q).

fusion units. Part C describes the LAF system. Finally, Part D
states some important properties of the LAF system.

A. Local Prediction Accuracy

Consider two signal pairs (x1, y1) and (x2, y2) with a
perceptual quality slightly higher and lower than a fixed quality
score r , say Q(x1, y1) = r +ε and Q(x2, y2) = r −ε for some
small ε > 0. The probability that M(x1, y1) > M(x2, y2)
indicates the local prediction accuracy of an objective quality
measure M at the distance of ε. We denote this probability
by accM[r, ε].

When we represent the set of all considered signal pairs
(x, y) by a continuous random vector X we obtain the identity

accM[r, ε] = P
[M(Xr+ε) > M(Xr−ε)

]
, (8)

where the random vectors Xq with q in [0, 1] are independent
and distributed according to the conditional probability of X
given Q(X) = q .

The value of accM[r, ε] is hard to estimate, because the
distributions of M(Xr+ε) and M(Xr−ε) are not known in
practice. We therefore introduce an alternative characterization
of the local prediction accuracy, called separation ratio:

sepM[r ] =
d

dq E[M(Xq)]
∣
∣
∣
q=r

std[M(Xr )] . (9)

The separation ratio measures the rate of increase of the mean
of M(Xq) as q approaches r , weighted according to the
standard deviation of M(Xr ). In this way, the separation ratio
can approximate the local prediction accuracy of an objective
quality measure (Fig. 2). The separation ratio is scale invariant,
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that is, sepM[r ] = sepaM[r ] for all a > 0. As stated in
the next theorem, the separation ratio sepM[r ] is consistent
with the local accuracy operator accM[r, ε] when M(Xq) is
normally distributed. For a proof, see the Appendix.

Theorem 1: Let M1 and M2 be two objective quality
measures with sepM1

[r ] �= sepM2
[r ]. Suppose that M1(Xq)

and M2(Xq) are normally distributed for every q in a neigh-
borhood around r . The following expressions are equivalent:

1. sepM1
[r ] > sepM2

[r ];
2. accM1[r, ε] > accM2 [r, ε] for all sufficiently small

ε > 0.
The separation ratio of an objective quality measure M

can be determined through regression analysis on a subjec-
tive quality assessment database. Observe that sepM[r ] =
f ′
μ(r)/ fσ (r), where fμ and fσ are the real functions

defined by

fμ(q) = E[M(Xq)] and fσ (q) = std(M(Xq)). (10)

The values of fμ(q) and fσ (q) represent the conditional
mean and standard deviation of the random variable M(X),
given that Q(X) = q . The conditional mean fμ(q) and the
lower confidence bound f�(q) = fμ(q) − fσ (q) are closely
approximated by a 4-parameter generalized logistic function,
described by the Video Quality Experts Group (VQEG) in [46]:

lgstβ(q) = β(1) + β(2)

1 + exp
(
− q−β(3)

β(4)

) . (11)

Hence, when fμ(q) = lgstβμ
(q) and f�(q) = lgstβ�

(q), then

sepM[r ] =
lgst′βμ

(r)

lgstβμ
(r) − lgstβ�

(r)
. (12)

The 4-dimensional parameter vectors βμ and β� are tradi-
tionally obtained by the OLS method described in (4). The
OLS method assumes that the data to be fitted is homoscedas-
tic, meaning that the conditional standard deviation fσ (q) is
constant in q . However, this assumption is rarely satisfied
for objective quality measures. As a result, the OLS method
often produces suboptimal fittings (see for example Fig. 8
in Section IV). The heteroscedasticity of objective quality
measures can be taken into account by weighting the individual
error terms in (4) by wi = 1/ f 2

σ (qi ). In this way, the data
points with a smaller conditional variance get a relatively
larger weight in the estimation of β. This extension of OLS
is called the Weighted Least Squares (WLS) method [47].

In order to compute the weights wi , the conditional stan-
dard deviation fσ (q) must be approximated independently of
the conditional mean fμ(q), which is addressed with some
success in [48] and [49]. To improve the accuracy of the
weight estimations, we developed a new algorithm for the
nonparametric regression of objective quality measures. This
algorithm is used to obtain initial estimates f̂μ and f̂σ of the
conditional mean and standard deviation. We then define

βμ = arg minb

∑

q∈Iδ

(
f̂μ(q) − lgstb(q)

)2

f̂ 2
σ (q)

(13)

and

β� = arg minb

∑

q∈Iδ

(
f̂μ(q) − f̂σ (q) − lgstb(q)

)2

f̂ 2
σ (q)

, (14)

where Iδ is a discretization of the interval [0, 1] with a small
step size δ. In our experiments, we have put δ = 0.01.

The initial estimates f̂μ(q) and f̂σ (q) are calculated in
three steps. First, the subjective quality assessment database
is divided into sequences xy,t of signals x y,t

k with the same
reference signal y and distortion type t , ordered by increasing
perceptual quality. Second, the data points

(
q y,t

k , sy,t
k

)
, with

q y,t
k = Q

(
x y,t

k , y
)

and sy,t
k = M(

x y,t
k , y

)
are linearly inter-

polated to yield a continuous function f̂ y,t
μ . This function

approximates the conditional mean of M restricted to the
signal sequence xy,t . Finally, the values of f̂μ(q) and f̂σ (q)
are respectively defined as the sample mean and sample
standard deviation of f̂ y,t(q) over all y and t . More precisely,

f̂μ(q) = 1

νq

∑

y,t

f̂ y,t
μ (q) (15)

and

f̂σ (q) =
√

1

νq − 1

∑

y,t

(
f̂μ(q) − f̂ y,t

μ (q)
)2 (16)

where νq is the total number of signal sequences xy,t for which
f̂ y,t
μ (q) is defined.
To summarize, the separation ratio provides a measure for

the local prediction accuracy of an objective quality mea-
sure M. It can be calculated through logistic regression on a
subjective database. First, the initial estimates f̂μ and f̂σ are
computed as in (15) and (16). Second, the logistic parameter
vectors βμ and β� are determined by the WLS minimization
problems in (13) and (14). Finally, the separation ratio is
calculated as in (12).

B. Fusion Units

In order to construct the fusion unit Ur , relative to some
target quality score r in the interval [0, 1], the objective quality
measures M1,M2, . . . ,Mm are first linearly combined to
yield a weighted quality measure

Wr = wT
r M,

where M is the vector of all input quality measures. We impose
that all weights are positive, so that the behavior of the fusion
units is easier to interpret. The weight vector wr is the solution
of the optimization problem

wr = arg maxw≥0
(
sepwT M[r ]). (17)

Hence, the weighted quality measure Wr is optimized to
predict the perceptual quality of signals near its target quality
score r . Note that the optimization problem in (17) is not
solvable when one or more input quality measures have a
zero conditional standard deviation in q . In that case, we
set Wr = M j , where M j is the objective quality measure
that has the highest rate of increase among all input quality
measures with a zero conditional standard deviation in q .



BARRI et al.: LOCALLY ADAPTIVE SYSTEM FOR THE FUSION OF OBJECTIVE QUALITY MEASURES 2451

The fusion unit Ur is then a normalization of the weighted
quality measure Wr by a transfer function gr . It is defined by

Ur = gr ◦ Wr = gr ◦ wT
r M. (18)

where gr ensures that the average of the fusion responses
Ur (x, y) of images with perceptual quality q is approximately
equal to q . To this end, we need that gr

(
E[Wr (Xq )]) = q

for every q in [0, 1]. Then gr = f −1
μ,wr

, where fμ,wr is the
conditional mean function of Wr . The function fμ,wr can
again be approximated by a generalized logistic function with
parameter vector βr . The inverse of this logistic function is

logitβr
(s) = βr (3) + βr (4) log

(
s − βr (1)

βr (2) − s + βr (1)

)
.

Hence, the transfer function gr is given by

gr (s) = f −1
μ,wr

(s) = logitβr
(s). (19)

The optimization problem in (17) corresponds to a con-
vex quadratic programming problem and can therefore be
efficiently solved [50]. Consider the m-dimensional vector

vr = d
dq E[M(Xq)]

∣
∣
∣
q=r

and the m × m covariance matrix 
r

with 
r (i, j) = cov
(Mi (Xr ),M j (Xr )

)
. Then

sepwT M[r ] = wT vr√
wT 
r w

. (20)

Hence, the weight vector wr is obtained by minimizing
wT 
r w given the constraints wT vr = 1 and w ≥ 0. The
weight vector wr is then rescaled, so that it sums to 1. This
does not alter the value of the scale-invariant separation ratio.

The values of vr and 
r , required in Formula (20),
are calculated as follows. Let fμ,i and fσ,i the condi-
tional mean and standard deviation functions of the objec-
tive quality measure Mi as defined in (10). Then we have
vr = (

f ′
μ,1(r), f ′

μ,2(r), . . . , f ′
μ,m(r)

)
and 
r (i, j) =

2 f 2
σ,i, j (r)− 1

2

(
f 2
σ,i (r)+ f 2

σ, j (r)
)
, where fσ,i, j is the conditional

standard deviation of the objective quality measure Mi, j =
(Mi + M j )/2. The values of fμ,i (r), fσ,i (r), fσ, j (r), and
fσ,i, j (r) can be estimated by generalized logistic functions,
as previously described in Part A of this section.

C. Description of the LAF System

The LAF systems predicts the perceptual quality of a signal
pair (x, y) based on the response of the fusion units. The
optimal quality prediction is the fusion response Uρ(x, y) that
is the closest to its target quality score:

ρ = arg minr

∣
∣Ur (x, y) − r

∣
∣. (21)

To numerically solve the above minimization problem, select n
fusion units Uri with equidistantly spaced target quality scores
ri = i−1

n−1 , for i = 1, 2, . . . , n. The response of any other
fusion unit is approximated by linearly interpolating the
responses of Uri with respect to ri . More precisely, Ur (x, y) ≈
I
[
r; u1, u2, . . . , un

]
, where ui = Uri (x, y), ωr = r−ri

ri+1−ri
, and

I [r ; u1, u2, . . . un] =
⎧
⎨

⎩

u1 if r = 0,

ui + ωr (ui+1 − ui ) if r ∈ [ri , ri+1],
un if r = 1.

Fig. 3. In this example, the LAF system is applied on a specific signal
pair (x, y). The calculated fusion responses ui = Uri (x, y) all deviate from
their target quality scores ri , in which their local prediction accuracies were
optimized. The fusion responses u3 and u4 are closer to their respective target
scores, and thus provide more reliable quality indications than the other three
responses. The fusion responses Ur (x, y) that were not calculated are approx-
imated by linearly interpolating the five points (ri , ui ). The interpolation line
crosses the diagonal in the fixed-point (rfix, rfix). This fixed-point provides
the most reliable quality indication, because the fusion response Urfix (x, y)
is (approximately) equal to its target score rfix.

The LAF system predicts the quality of the distorted signal x
by the fixed-point rfix of the interpolated function (Fig. 3).
In other words, the output is given by LAF(x, y) = rfix where
rfix = I

[
rfix ; u1, u2, . . . , un

]
. By construction,

LAF (x, y) = arg minr

∣
∣I [r ; u1, u2, . . . , un] − r

∣
∣. (22)

Hence, LAF is an approximate solution of the minimization
problem in (21).

When there is no fixed-point, then either Uri (x, y) < ri

for every i or Uri (x, y > ri for every i . The LAF output is
set to U0(x, y) in the former and U1(x, y) in the latter case.
Multiple fixed-points indicate that the distorted signal x differs
significantly from the training signals in the subjective quality
assessment database. This is due to e.g. an unknown distortion
type or unexpected visual content. In such situations, the LAF
system has the option to make no quality prediction.

The LAF system depends on only one tuning parameter,
namely n, the number of fusion units. Increasing the value
of n generally improves the prediction performance, but also
increases the computational complexity of the quality predic-
tion. The number of computations is linear in n.

D. Corollaries

By construction, the LAF system satisfies the consistency
and preservation of strong reflexivity properties, which are
stated below. Other ML systems often violate these properties
and are therefore more prone to unreliable quality predictions,
as will be shown in Section V.

Corollary 1 (Consistency): If the signal pair (x1, y1) is
assigned a lower score than (x2, y2) by all input quality mea-
sures, i.e. Mi (x1, y1) ≤ Mi (x2, y2) for all i = 1, 2, . . . , m,
then the LAF output satisfies LAF(x1, y1) ≤ LAF(x2, y2).

Corollary 2 (Preservation of Strong Reflexivity ): Suppose
that at least one input quality measure Mi is reflexive, that is,
Mi (x, y) = 1 if and only if x = y. If the LAF output has one
fixed-point, then also LAF(x, y) = 1 if and only if x = y.



2452 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 23, NO. 6, JUNE 2014

Fig. 4. The selected input objective quality measures, evaluated on a subset
of the LIVE image quality assessment database [12], [13], respond very differ-
ently to the considered distortion types. For example, the JPEG_NR measure
is only reliable for JPEG compression, while the CONTRAST_RR measure is
more sensitive to white noise than the SI_LOSS_RR measure. In contrast
to the CONTRAST_RR and SI_LOSS_RR measures, the JPEG_NR measure
fails to assign a perfect quality score to the reference signals.

IV. SYSTEM IMPLEMENTATION

This section provides a possible implementation of the
LAF system, which involves one NR and two RR objective
quality measures for images. We focused on four standard
distortion types that are considered in most subjective image
quality assessment databases: Gaussian blur, JPEG compres-
sion, JPEG2000 compression and white noise.

The input quality measures, denoted by JPEG_NR,
SI_LOSS_RR, and CONTRAST_RR, are each designed to
measure a specific aspect of perceptual quality. They all
respond differently to the selected distortion types (Fig. 4).
For consistency reasons, the input quality measures are linearly
scaled to the interval [0, 1].

The first input quality measure, JPEG_NR, is developed
in [25] for the NR quality assessment of JPEG compressed
images. The quality estimation is based on three image
features that measure the intensity of the blocking artifacts
and the attenuation of detail in the DCT blocks. The second
input quality measure, SI_LOSS_RR, which is part of the
NTIA General Video Quality Model [22], detects a decrease
or loss of spatial information (e.g. blurring). We applied the
SI_LOSS_RR measure on disjoint image patches of
24 × 24 pixels. The third input quality measure,
CONTRAST_RR, is the contrast component of the popular
SSIM index [19], [20]. By construction, the CONTRAST_RR
measure is highly effective to detect noise contamination
in an image. Like with SI_LOSS_RR, we applied the
CONTRAST_RR measure on disjoint image patches of
24 × 24 pixels.

We trained the LAF system on the LIVE subjective quality
assessment database (see Section II-A). The LIVE database
includes the four distortion types that are listed above. The
fading distortion type is excluded. To better align the maxi-
mum DMOS scores for each distortion type (resp. 93, 109, 91
and 112 for blur JPEG, JPEG2000 and noise), we removed
all images with a DMOS score higher than 91. We also
removed the three JPEG-compressed images with a negative
DMOS score. In this way, the corresponding perceptual quality
operator Q as defined in (3) satisfies the strong reflexivity
property (1). The adjusted LIVE image quality assessment
database contains 580 distorted images and 29 reference
images in total.

Note that a linear regression system, applied on the three
selected quality measures, cannot simultaneously optimize the
local prediction accuracy for all quality scores. On one hand,
it should assign a positive weight to the JPEG_NR measure
to better predict the perceptual quality of JPEG compressed
images. On the other hand, any nonzero weight for the
JPEG_NR measure reduces the local prediction performance
in the high quality range, as this measure is not suitable for
nearly imperceptible distortions (Fig. 4).

The LAF system adapts the weights of the input quality
measures, depending on the responses of the fusion units
(Fig. 7). These fusion units are determined by fitting the con-
ditional mean and standard deviation of the objective quality
measures Mi, j = (Mi + M j )/2 for 1 ≤ i ≤ j ≤ 3. To this
end, we proposed a logistic fitting method based on an initial
sequence-based nonparametric fitting (see Section III-B). This
method can better handle heteroscedastic and non-uniformly
distributed data (Fig. 8). The sequence-based nonparametric
fittings are closely approximated by the generalized logistic
functions (Fig. 5). The fusion units and the final LAF-based
quality measure for n = 5, are visualized in Fig. 6.

V. EXPERIMENTAL VERIFICATION

To verify the prediction performance, we evaluated the
LAF system on three subjective quality assessment databases
(part A) and performed additional stress tests on a large,
unannotated image database (part B).

We compared the performance of the LAF system with
one nonparametric, one linear regression, and one nonlinear
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Fig. 5. The fusion units are determined by fitting the conditional mean and standard deviation of the above six objective quality measures. The initial
(sequence-based) nonparametric fittings are closely approximated by logistic fittings.

Fig. 6. In the above plots, the LAF system and the five employed fusion units are evaluated on the selected subset of the LIVE quality assessment database.
The LAF system achieves a high prediction accuracy on the entire quality range by cleverly weighting the locally optimized fusion units. By construction,
the fusion units maximize the local prediction accuracy near their target values (resp. 0, 0.25, 0.5, 0.75, and 1).

regression system. Among the various ML systems available,
we chose the General Regression Neural Network (GRNN),
the Principal Component Regression (PCR) and the Feed
Forward Neural Network (FFNN) with one hidden layer,

all described in Section II-C. The correlation with percep-
tual quality is measured using the Pearson Linear Correla-
tion Coefficient (PLCC) and the Spearman Rank Correlation
Coefficient (SRCC).
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Fig. 7. The LAF system assigns different weights to the input quality
measures depending on the target quality score of the fusion units. These
weight variations reveal the relative importance of the input quality measures
in the different quality ranges. This provides a way to interpret the learned
weights. In the current system setup, the weights assigned to the JPEG_NR
measure gradually decrease. Indeed, as can be observed in Figure 4, JPEG_NR
is less reliable in the high quality range than the other two quality measures.
The SI_LOSS_RR and CONTRAST_RR measures receive higher weights in
the high quality range. However, only the SI_LOSS_RR measure is used to
predict the quality of the reference images, because its conditional mean is
steeper in the near-perfect quality range.

Fig. 8. The proposed logistic fitting, based on an initial sequence-based
nonparametric fitting, can better handle heteroscedastic and non-uniformly
distributed data. In particular, the fitting of the CONTRAST_RR measure is
more accurate in the high quality range and the fitting of the SI_LOSS_RR
measure is not biased towards the JPEG distorted images in the low quality
range. To improve visualization, we also fitted the individual distortion types.

The computational complexity of the measurement fusion
of a previously unseen signal depends on one or more of the
following factors: m, the number of input quality measures,
n, the number of fusion units or neurons, and p, the size
of the training database. For the PCR, the computational
complexity grows linearly with m. For the LAF and the one-
layered FFNN, the computational complexity grows linearly
with both m and n, and for these two ML systems, the
total number of computations is approximately equal. For the

TABLE I

INFLUENCE OF THE LAF TUNING PARAMETER ON THE PERFORMANCE

THROUGH REPEATED CROSS-VALIDATION ON THE LIVE DATABASE

GRNN, the computational complexity grows linearly with p.
Since the value of p is much larger than the value of m or n,
the computational complexity of the GRNN is typically the
highest.

We implemented the ML systems as follows. For the
LAF system, we set the number of fusion units to
n = 5. More fusion units do not significantly improve
the correlation with perceptual quality, determined through
a repeated cross-validation procedure on the LIVE data-
base (Table I). The PCR implementation is based on the
MATLAB functions princomp and regress, and the output
is normalized using a logistic function [46]. The GRNN
is based on the MATLAB function newgrnn. We obtained
the best results for the spread factor h = 0.04, the
same optimal value found in [34]. The FFNN is imple-
mented using the neural network toolbox, adopted to the
Levenberg-Marquardt algorithm [51]. It includes an early-
stopping method to improve the neural network generalization
performance. The hidden and output transfer functions are
h(x) = tanh(x) and g(x) = x , respectively. We empirically
set the number of hidden neurons to n = 3. To avoid
local minima, we re-initialized the FFNN training 10 times
and selected the weights with the smallest mean squared
error.

A. Evaluation on Annotated Quality Assessment Databases

We conducted three tests that validate and compare the
prediction accuracy of the selected ML systems. To this
end, we employed the three subjective quality assessment
databases described in Section II. The resulting PLCC and
SRCC correlation coefficients are listed in Table II. As a first
test, we performed a repeated cross-validation on the adjusted
LIVE database, as described in Section IV. We iteratively split
the images in the database in a training and a test set according
to the reference images. At each iteration step, the training and
test set consist of 26 and 3 reference images, respectively, and
their associated distorted images. We evaluated the prediction
performance of the selected ML systems for all 3654 possible
database divisions. The FFNN and GRNN perform slightly
better than the proposed LAF system in the cross-validation
test. However, the results of a cross-validation procedure are
often biased by the peculiarities of the subjective quality
assessment database, such as the recurrence of the same
degradation levels [52].

As a second test, we verified the database independence
of the ML systems by training on the adjusted LIVE data-
base and testing on the CSIQ database, restricted to the
four standard distortion types. The proposed LAF system



BARRI et al.: LOCALLY ADAPTIVE SYSTEM FOR THE FUSION OF OBJECTIVE QUALITY MEASURES 2455

TABLE II

PREDICTION PERFORMANCE OF THE ML SYSTEMS

achieves the highest correlation with the perceptual quality
scores.

As a third test, we analyzed the robustness of the ML sys-
tems to unknown distortion types. The ML systems, trained
on the adjusted LIVE database, are now evaluated on the TID
database, containing no less than 17 different distortion types.
In this last test, the nonlinear FFNN and GRNN systems even
perform worse than the linear PCR system. The proposed LAF
system has again the best performance.

According to the test results, the proposed LAF system
can compete with the other ML-systems in terms of predic-
tion accuracy. Part B of this section further investigates the
prediction robustness of the LAF system by means of a stress
testing methodology for objective quality measures.

B. Complementary Stress Tests

Subjective quality assessment databases constitute essential
ground truth for the validation of objective quality measures.
However, due to the high time and cost requirements, they
are typically very limited in size and cannot cover the various
content available in actual applications.

Recently, Ciaramello and Reibman developed a stress test-
ing model to expose potential vulnerabilities in the design of
objective quality measures [52]. Based on this approach, we
performed three stress tests to validate the robustness of the
considered ML systems. These stress tests do not require any
time-consuming subjective experiments, so that much larger
databases can be employed.

Our stress test database consists of 650 reference images
from the publicly available quality image collection of
Wikimedia Commons [53]. Together, these images cover a
great variety in content, including animals, buildings, natural
scenes, people and sport events (Fig. 9). All images follow
the strict quality guidelines described in [54]. The reference
images are systematically degraded at 10 different distortion
levels for each of the four standard distortion types. The

Fig. 9. The constructed stress test database with 650 reference images and
26 000 distorted images covers a great variety in content, including animals,
buildings, natural scenes, people, and sport events.

resulting stress test database contains 26 000 distorted images
and is therefore more than 40 times larger than the previously
employed LIVE database.

We conducted three stress tests that verify the reliability of
the ML-based quality predictions based on the following rules:

1) the ML-based quality predictions of some distorted
images should be monotonically increasing when the
quality predictions from the input quality measures are
monotonically increasing;

2) the ML-based quality predictions of the undistorted ref-
erence images should be the highest;

3) the ML-based quality predictions should increase when
the degradation level decreases, while the reference image
and distortion type are kept fixed.

The first two stress tests verify the consistency and the
preservation of strong reflexivity rules, which are always satis-
fied by the proposed LAF system (see Section III-D). However,
these two rules are not always satisfied by the traditional
ML systems. On the stress test database, the consistency
rule is often violated by the FFNN and the GRNN systems,
which respectively produce a total of 248 294 and 1 583 722
inconsistencies (Fig. 10). The strong reflecivity rule is not
preserved by the FFNN, GRNN, and PCR systems (Fig. 11).
The FFNN and GRNN systematically underrate the perceptual
quality of the reference images in the stress test database.
The PCR output scores vary from 0.75 to 1.13. Only the
LAF system correctly assigns a score of 1 to all reference
images.

The third stress test investigates the number of false order-
ings (FOs) per image sequence. Here, each image sequence
xy,t consists of all images with the same distortion type t
and reference image y, ordered at decreasing distortion levels.
A false ordering of an objective quality measure M is an
image pair (x y,t

k1
, x y,t

k2
) with k1 < k2, for which M(x y,�

k1
, y) >

M(x y,l
k2

, y). The proposed LAF system produces significantly
less false orderings than all other ML systems: it produces no
more 6 false orderings with a maximum of 1 false ordering
per sequence (Fig. 12). The FFNN, GRNN, and PCR systems
respectively produce a total of 119, 2383 and 342 false
orderings.
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Fig. 10. The above graphs visualize every two image pairs (x1, y1) and
(x2, y2) from the stress test database for which the FFNN and GRNN systems
are inconsistent. The first image pair is given a higher score by the ML system,
but a lower score by all input quality measures. The score differences between
inconsistent pairs reach values close to 0.16 for FFNN and 0.32 for GRNN.
The PCR and the proposed LAF system are always consistent.

Fig. 11. The FFNN and GRNN systematically underrate the perceptual
quality of the reference images in the stress test database. The PCR output
scores vary from 0.75 to 1.13. Only the LAF system correctly assigns a score
of 1 to all reference images.

Fig. 12. The above figures show the number of false orderings (FOs) per
sequence in the stress test database. The FFNN, GRNN and PCR systems
respectively produces a total of 119, 2383 and 342 FOs. The proposed LAF
systems produces no more than 6 FOs with a maximum of 1 FO per sequence.

VI. CONCLUSION

The presented Locally Adaptive Measure Fusion (LAF)
addresses important issues of machine learning (ML) inherent

TABLE III

MAIN CHARACTERISTICS OF THE MACHINE LEARNING SYSTEMS

to objective quality assessment, which are summarized in
Table III. The LAF system involves a training phase and an
application phase (Fig. 1). The training phase is based on
three new concepts: the separation ratio (Fig. 2), the fusion
units (Fig. 6), and the initial nonparametric fittings (Figs.
5, 8). The application phase consists of two steps (Fig. 3).
First, the interpolation of the fusion responses is calculated.
Second, the fixed-point of the interpolation line is determined.
This fixed-point is the final quality prediction of the distorted
signal.

Nonlinear Response and Interpretability. The LAF sys-
tem adapts the weights of the input quality measures in a
comprehensive manner (Fig. 7). As a result, the LAF system
is more flexible than linear regression systems (e.g. PCR).

Reproducibility. Unlike most neural network implementa-
tions, the LAF training process does not require a random
initialization. Hence, retraining the LAF system on the same
data always produces the same weights. The training of the
LAF system relies on a set of convex quadratic programming
problems that can be efficiently solved. The solution of such
an optimization problem is always a global minimum.

Computational Efficiency. The computational complexity
of the LAF system for the quality prediction of an unknown
signal increases linearly with n, the number of fusion units.
Increasing the value of n generally increases the prediction
accuracy and converges very rapidly to the optimal solution
(Table I). We already obtained good results for n = 5.

Consistency and Strong Reflexivity. As shown by our
experimental results on the LIVE, CSIQ, and TID data-
bases, the LAF system can compete with the traditional
ML systems (Table II). According to the complementary stress
tests, the traditional ML systems are often inconsistent with the
input quality measures and do not preserve strong reflexivity
(Figs. 10 and 11). The LAF system does not suffer from
these problems, and is therefore less vulnerable to unreliable
quality predictions (Corollaries 1 and 2). In fact, the LAF
system produces less false orderings than the other ML sys-
tems when the degradation level is systematically decreased
(Fig. 12).

According to the performed experiments, the proposed LAF
system yields a higher robustness compared to the traditional
ML systems for objective quality assessment. As a result,
the LAF system may lead to more reliable objective qual-
ity measures for images and videos. In addition, the LAF
system may also be applied for the objective quality assess-
ment of other media types (e.g. stereoscopic or audiovisual
content).
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APPENDIX: PROOF OF THEOREM 1

Let M1 and M2 be two objective quality measures with
sepM1

[r ] �= sepM2
[r ] and assume that M1(Xq) and M2(Xq)

are normally distributed. Theorem 1 states that sepM1
[r ] >

sepM2
[r ] if and only if accM1[r, ε] > accM2[r, ε] for every

sufficiently small, positive ε.
The expression accM1[r, ε] > accM2[r, ε] is equivalent to

P[
1,ε > 0] > P[
2,ε > 0] (23)

where 
i,ε = Mi (Xr+ε) − Mi (Xr−ε).
We now show that the separation ratio can be expressed in

terms of the difference variable 
i,ε . To simplify notations, set
fμ,i (q) = E[Mi (Xq)], fσ,i (q) = std(Mi (Xq)) and λi (q) =
sepMi

[q]. By definition,

f ′
μ,i (r) − λi (r) fσ,i (r) = 0. (24)

By Taylor’s theorem, there exists ηi,ε , with ηi,ε = O(ε2) as
ε → 0, such that

f ′
μ,i (r) = E[
i,ε ]

2ε
+ ηi,ε (25)

On the other hand,

fσ,i (r) = 1√
2

Ki,εstd[
i,ε ] (26)

where Ki,ε = √
2 fσ,i (r)/std[
i,ε ]. As Xr+ε and Xr−ε are

independent values, we have

var
[

i,ε

] = var
[Mi (Xr+ε)

] + var
[Mi (Xr−ε)

]

= f 2
σ,i (r + ε) + f 2

σ,i (r − ε).

Hence,

Ki,ε =
( 2 f 2

σ,i (r)

f 2
σ,i (r + ε) + f 2

σ,i (r − ε)

)1/2

,

so Ki,ε converges to 1 as ε → 0.
Substituting (25) and (26) in Eq. (24) and multiplying both

sides with 2ε gives 

E[
i,ε ] − √
2ελi (r)K̃i,εstd[
i,ε ] = 0, (27)

where we put K̃i,ε = Ki,ε − √
2ηi,ε/(λi (r)std[
i,ε ]). By

construction, K̃i,ε also converges to 1 as ε → 0. Eq. (27)
implies that

P[
i,ε > 0] = P

[

i,ε − E[
i,ε ]

std[
i,ε ] > −√
2ελi (r)K̃i,ε

]
.

The difference variable 
i,ε is normally distributed, because
Mi (Xr+ε) and Mi (Xr−ε ) are independent and normally
distributed. We obtain that

P[
i,ε > 0] = ∫ ∞
−√

2ελi (r)K̃i,ε
φ(x) dx (28)

where φ is the standard normal probability density function.
Theorem 1 immediately follows from Eq. (28). Indeed, sup-
pose that sepM1

[r ] > sepM2
[r ]. When ε is sufficiently small,

the lower bound of the integral in Eq. (28) is smaller for i = 1
than for i = 2 and therefore, Eq. (23) is satisfied. This shows
that accM1[r, ε] > accM2 [r, ε]. Similarly, if sepM1

[r ] <
sepM2

[r ], then accM1[r, ε] < accM2[r, ε].
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