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#### Abstract

This paper proposes a reconfiguration methodology based on a cuckoo search algorithm (CSA) for minimizing active power loss and the maximizing voltage magnitude. The CSA method is a new metaheuristic algorithm inspired from the obligate brood parasitism of some cuckoo species which lay their eggs in the nests of other host birds of other species for solving optimization problems. Compared to other methods, CSA method has fewer control parameters and is more effective in optimization problems. The effectiveness of the proposed CSA has been tested on three different distribution network systems and the obtained test results have been compared to those from other methods in the literature. The simulation results show that the proposed CSA can be an efficient and promising method for distribution network reconfiguration problems.
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## Introduction

The distribution network transfers the electrical energy directly from the intermediate transformer substations to consumers. While the transmission networks are often operated with loops or radial structures, the distribution networks are always operated radially. By operating radial configuration, it significantly reduces the short-circuit current. The restoration of the network from faults is implemented through the closing/cutting manipulations of electrical switch pairs located on the loops, consequently. Therefore, there are many switches on the distribution network. Distribution network reconfiguration (DNR) is the process of varying the topological arrangement of distribution feeders by changing the open/closed status of sectionalizing and tie switches while respecting system constraints upon satisfying the operator's objectives.

Many researches have been carried out to solve distribution network reconfiguration problems using different methods for the last two decades. Merlin and Back [1] were the first to report a method for distribution network reconfiguration to minimize feeder loss. They formulated the problem as a mixed integer nonlinear optimization problem and solved it through a discrete branch-and-bound technique. Civanlar et al. [2] proposed a switch

[^0]exchange method from which a simple formula for the estimation of the loss reduction by a particular switching option is developed. In [3], a binary group search optimization (BGSO) has been presented to handle the reconfiguration problem with power losses indices as an objective function. Duan et al. [4] have solved the reconfiguration problem for both the indices of power loss reduction and reliability improvement by using an enhanced genetic algorithm (EGA). In this work, GA has been improved on crossover and mutation operations to determine the switch operation schemes. In [5,6], a fireworks Algorithm (FWA) has been employed to minimize power loss and improve voltage profile and to optimize the distribution network configuration considering distributed generation. In [7], a method based on a shuffled frog leaping algorithm (SFLA) has been proposed to minimize the cost of power loss and power of distributed generators. A discrete artificial bee colony (DABC) has presented in [8] to optimize the distribution network. In [9], a method based on harmonic search algorithm (HSA) was developed for DNR problem to minimize power loss. In [10], a particle swarm optimization (PSO) was applied successfully to handle the reconfiguration problem with multi-objective functions. In [11], a new method was proposed for minimization of real power loss reconfiguration using adapted ant colony optimization. Sedighizadeh et al. [12] have proposed Hybrid Big Bang-Big Crunch algorithm (HBB-BC) to optimize the distribution network with objective functions of power losses, voltage stability, DG cost and greenhouse gas emissions.

Algorithms proposed for network reconfiguration problem, generally, can be classified into two following main classes: (1)

## Nomenclature

$\Delta P_{\text {loss }}^{R}$
$\Delta P_{\text {loss }}^{R}$
$\Delta P_{\text {loss }}^{0}$
$N_{b r}$
$N_{b u s}$
$N_{S S}$
$P_{i}$
total power loss of the system after reconfiguration
$\Delta P_{\text {loss }}^{R}$
$\Delta P_{\text {loss }}^{0}$
$N_{b r}$
$N_{\text {bus }}$
$N_{S S} \quad$ the number of substations
$P_{i} \quad$ real power load at bus $i$
$Q_{i} \quad$ reactive power load at bus $i$
$V_{i} \quad$ voltage magnitude at bus $i$
$V_{\text {min }} \quad$ minimum acceptable bus voltage
$V_{\max }$ maximum acceptable bus voltage
$I_{i} \quad$ current at branch $i$
$I_{m a x, i}$ upper limit of line current as defined by the manufacturer
heuristic algorithms [1,2], such as discrete branch-and-bound technique and switch exchange algorithm and (2) intelligent algorithms [3-12], such as BGSO, EGA, FWA, SFLA, DABC, HSA and PSO. Among these algorithms, heuristic algorithms are all greedy search algorithm. They are easy to be implemented and with high searching efficiency, but generally cannot converge to the global optimum solution in the large-scale distribution systems. Intelligent algorithms can direct searching process to the global optimum at the probability of one hundred percent in theory. But they all inevitably involve a large number of computation requirements and really have a lot of control parameters.

The cuckoo search algorithm developed by Yang and Deb is a new meta-heuristic algorithm for solving optimization problems inspired from the obligate brood parasitism of some cuckoo species which lay their eggs in the nests of other host birds of other species. This is a more efficient algorithm compared with GA and PSO [13]. Marichelvam [14] proposed an improved hybrid cuckoo search algorithm for solving the permutation flow shop scheduling problems. In [15], a hybrid cuckoo search algorithm integrated with fuzzy system was proposed for solving multi-objective unit commitment problem. CSA was also implemented to solve the structural optimization tasks [16]. In this work, CSA has been tested on many design problems and obtained better solution than several methods in the literature such as adaptive response surface method (ARSM), improved ARSM and PSO. Recently, CSA has been further improved to minimize the completion time of the last job to leave the production system for the hybrid flow shop (HFS) scheduling problems [17]. In addition, CSA has been also proposed to track Maximum Power Point in the Photovoltaic (PV) system [18]. In this work, the tests have carried out for PV system when irradiance and temperature change gradually and rapidly. The tested results have been demonstrated that CSA outperforms both Perturbed and Observed (P\&O) and PSO. Yang and Deb [19] have analyzed the CSA and found out why CSA is efficient. Recently studies have demonstrated that CSA is an efficient method for solving optimal problems.

In this paper, the CSA is proposed for solving distribution network reconfiguration problem considering power losses in transmission systems and voltage profile improvement. The effectiveness of the proposed CSA has been tested on different distribution network systems and the obtained results have been compared to those from other methods available in the literature such as existing FWA in [5,6], GA, ITS, RGA and HSA in $[9,20]$ and a novel improved adaptive imperialist competitive algorithm (IAICA) in [21].

## Problem formulation

## Objective functions

The reconfiguration is defined as the process of changing the topology of system for a certain objective. The DNR is
accomplished by changing open/close state of switches. In this study, the objective is to minimize total system active power loss and voltage deviation. The objective function can be described as follows [5]:
minimize $F=\Delta P_{\text {loss }}^{R}+V_{D}$
The net power loss reduced $\left(\Delta P_{\text {loss }}^{R}\right)$ is taken as the ratio of total power loss before and after the reconfiguration of the system:
$\Delta P_{\text {loss }}^{R}=\frac{P_{\text {loss }}^{\text {rec. }}}{P_{\text {loss }}^{0}}$
The total power loss of the system is determined by the summation of losses in all line sections:
$P_{\text {loss }}=\sum_{i=1}^{N b r} R_{i} \times\left(\frac{P_{i}^{2}+Q_{i}^{2}}{V_{i}^{2}}\right)$
The voltage deviation index $\left(\Delta V_{D}\right)$ can be defined as follows:
$\Delta V_{D}=\max \left(\frac{V_{1}-V_{i}}{V_{1}}\right) \forall i=1,2, \ldots, N_{\text {bus }}$
The reconfigured process will try to minimize the $\Delta V_{D}$ closer to zero and thereby improves voltage stability and network performance.

## Constraints

During network reconfiguration, the power flow analysis should be derived. For each proposed configuration, the power flow analysis should be carried out to compute the nodal voltage, power loss of system and current of each branch. The constraints of objective function are as follows:
(1) For the proposed configuration, the computed voltages and currents should be in their premising range.
$V_{\min } \leq V_{i} \leq V_{\max } ; \quad i=1,2, \ldots, N_{\text {bus }}$
$0 \leq I_{i} \leq I_{\max , i} ; \quad i=1,2, \ldots, N_{b r}$
(2) The radial nature of distribution network must be maintained and all loads must be served.

## Checking radial topology

In this section a new algorithm is proposed for checking the radial topology of trial solutions. The flow chart of the algorithm is shown in Fig. 1.

Step 1: Initialize a connected matrix of the loop distribution network $A(b, b)$ with $b$ is the number of buses of the network system. Each entry in matrix $A$ is defined as follows:
$A(i, j)=1$ and $A(j, i)=1$ if node $i$ is connected to node $j$.
$A(i, j)=0$ and $A(j, i)=0$ if node $i$ is not connected to node $j$.


Fig. 1. Flow chart for checking radial topology.

Initialize a set of power buses $S=\left[\right.$ feeder $_{1}$, feeder $_{2}, \ldots$, feeder $\left._{k}\right]$, with $k$ is the number of feeders in the network system.

Step 2: Read the trial solution. This is a set of tie-switches, which need to check and modify $A(i, j)=0$ and $A(j, i)=0$ if the switch on the branch from node $i$ to node $j$ is a tie-switch.

Step 3: Evaluate all load nodes as follows:
If node $n \notin S$ and $A(m, n)=1$, with $m=1,2, \ldots$, length( $S$ ) and $n=k+1, k+2, \ldots, b$ then the node $n$ is moved to $S, S=S+$ [node $n$ ] and $A(m, n)=0, A(n, m)=0$.

Step 4: If matrix A is a zero matrix and length of array $S$ is equal to the number of buses then the trial solution is a radial network configuration.

## Cuckoo search algorithm for distribution system reconfiguration

## Cuckoo search algorithm

The cuckoo search algorithm (CSA) is a recently developed optimization algorithm by Yang and Deb [13]. In comparison with other meta-heuristic search algorithms, the CSA is an efficient pop-ulation-based heuristic evolutionary algorithm for solving optimization problems with the advantages of simple implementation procedure and few control parameters. This algorithm is based on the obligate brood parasitic behavior of some cuckoo species combined with the Lévy flight behavior of some birds and fruit
flies. As stated by authors [22], there are mainly three principal rules during the search process as follows:

1. Each cuckoo lays one egg (a design solution) at a time and dumps its egg in a randomly chosen nest among the fixed number of available host nests.
2. The best nests with high quality of egg (better solution) will be carried over to the next generation.
3. The number of available host nests is fixed, and a host bird can discover an alien egg with a probability $P_{a} \in[0,1]$. In this case, it can either throw the egg away or abandon the nest so as to build a completely new nest in a new location.

## Implementation of CSA for DNR

Based on the three rules in Section 'Cuckoo search algorithm', the CSA method is implemented for DNR as follows.

## Initialization

To maintain the radial topology of the network in DNR process, the number of open branches should always be equal to the number of tie-switches ( $N_{t s}$ ) and could be obtained through Eq. (7)
$N_{t s}=N_{b r}-\left(N_{b u s}-N_{s s}\right)$
Therefore, the number of switches which must be open after reconfiguration is specific and must be used as a variable in algorithm. These switches are called tie-switches (SW). Therefore, every member of the initial population is a radial structure of the network. In DNR process using CSA, each radial structure of the network is considered as a host nest. A population of $N$ host nests is represented by $X_{i}=\left[X_{1}^{i}, \ldots, X_{d-1}^{i}, X_{d}^{i}\right]$ with $i=1,2, \ldots, N$. In which each $X_{i}$ represents a solution vector of variables given by:
$X_{i}=\left[S W_{1}^{i}, S W_{2}^{i}, \ldots, S W_{d}^{i}\right], \quad$ with $d=1,2, \ldots N_{t s}$
where $S W_{d}^{i}\left(d=1,2, \ldots, N_{t s}\right)$ are the tie-switches of corresponding to nest $d$ to maintain the radial topology of the network.

In the CSA, each egg can be regarded as a solution which is randomly generated in the initialization. Therefore, each nest $i$ of the population is randomly initialized as follows:
$X_{i}=\operatorname{round}\left[S W_{\text {min,d }}^{i}+\operatorname{rand} \times\left(S W_{\text {max,d }}^{i}-S W_{\text {min,d }}^{i}\right)\right]$
Based on the initialized population of the nests, the radial topology checking algorithm is run to check the nests and the load flow is run and the fitness of each nest is calculated by the objective function Eq. (1).

The initialized population of the host nests is set to the best value of each nest Xbest $_{i}(i=1, \ldots, N)$ and the nest corresponding to the best fitness function is set to the best nest Gbest among all nests in the population.

## Generation of new solution via Lévy flights

All the nests except for the best one are replaced based on the quality of new cuckoo eggs which are produced by Lévy flights from their position as follows:
$X_{i}^{\text {new }}=\operatorname{round}\left[\right.$ Xbest $_{i}+\alpha \times$ rand $\left.\times \Delta X_{i}^{\text {new }}\right]$
where $\alpha>0$ is the step size parameter; rand is a normally distributed random number in $[0,1]$ and the increased value $\Delta X_{i}^{\text {new }}$ is determined by:
$\Delta X_{i}^{\text {new }}=\frac{\text { rand }_{x}}{\left|\operatorname{rand}_{y}\right|^{1 / \beta}} \times \frac{\sigma_{x}(\beta)}{\sigma_{y}(\beta)} \times\left(\right.$ Xbest $_{i}-$ Gbest $\left._{i}\right)$
where $\operatorname{rand}_{x}$ and rand $_{y}$ are two normally distributed stochastic variables with standard deviation $\sigma_{x}(\beta)$ and $\sigma_{y}(\beta)$ given by:
$\sigma_{x}(\beta)=\left[\frac{\Gamma(1+\beta) \times \sin \left(\frac{\pi \beta}{2}\right)}{\Gamma\left(\frac{1+\beta}{2}\right) \times \beta \times 2^{\left(\frac{\beta-1}{2}\right)}}\right]^{1 / \beta}$
$\sigma_{y}(\beta)=1$
where $\beta$ is the distribution factor ( $0.3 \leqslant \beta \leqslant 1.99$ ) and $\Gamma$ is the gamma distribution function. The radial topology checking algorithm is run to check the nests and the fitness value is calculated using Eq. (1) and the nest corresponding to the best fitness function is set to the best nest Gbest.

## Alien eggs discovery

The action of discovery of an alien egg in a nest of a host bird with the probability of $P_{a}$ also creates a new solution for the problem similar to the Lévy flights. Existing eggs will be replaced with a good quality of new generated ones from their current positions through random walks with step size as follow:
$X_{i}^{\text {new }}=\operatorname{round}\left[\right.$ Xbest $\left._{i}+K \times \Delta X_{i}^{\text {new }}\right]$
where $K$ is the updated coefficient determined based on the probability of a host bird to discover an alien egg in its nest:
$K= \begin{cases}1 \text { if } & \text { rand }<P_{a} \\ 0 & \text { otherwise }\end{cases}$
And the increased value $\Delta X_{i}^{\text {new }}$ is determined by:
$\Delta X_{i}^{\text {new }}=\operatorname{rand} \times\left[\operatorname{randp}_{1}\left(\right.\right.$ Xbest $\left._{i}\right)-\operatorname{randp}_{2}\left(\right.$ Xbest $\left.\left._{i}\right)\right]$


Fig. 2. Flowchart of proposed algorithm based on CSA.
where rand is the distributed random numbers in $[0,1]$ and randp $p_{1}$ (Xbest ${ }_{i}$ ), randp $p_{2}\left(\right.$ Xbest $\left._{i}\right)$ are the random perturbation for positions of the nests in Xbest $_{i}$. For the newly obtained solution, the radial topology checking algorithm is run to check the nests and the value of the fitness function is calculated using Eq. (1) and the nest corresponding to the best fitness function is set to the best nest Gbest.

## Termination criterion

The generating new cuckoos and discovering alien eggs steps are alternatively performed until the number of iterations (Iter) reaches the maximum number of iterations ( Iter $_{\text {max }}$ ). The flowchart of the proposed CSA for DNR problem is given in Fig. 2.

## Numerical results

To demonstrate the performance and effectiveness of the proposed method using CSA from small-scale to large-scale distribution networks, it is applied to three standard IEEE test systems consisting of 33 -node, 69 -node and 119 -node and compared the results with those of PSO as well as Continuous Genetic Algorithm (CGA). In CGA, arithmetic crossover, Gaussian mutation and roulette wheel selection are used as described in [23]. The CSA based methodology was developed by MATLAB R2014a in 2 GHz , i3, personal computer. The threshold value of power flow analysis is 0.005 . Moreover, the upper and lower voltage ranges are set as $V_{\min }=0.9$ p.u. and $V_{\max }=1$ p.u. Summary of total features of three algorithms that are applied for reconfiguration are shown in Table 1 for the 33 -node, 69 -node and 119 -node system. Values of these parameters can be different in each optimal problem. In this case, the optimal values of control parameters of the algorithms have been obtained by numerous trial simulations. In addition, to analyze the performance of CSA in DNR problem, the value of discovering probability $P_{a}$ will be adjusted in the range from 0.1 to 0.9 with a step 0.1 with the same initial population set.

## 33-Node system

The 33-node distribution system, which is a small-scale system, includes 37 branches, 32 sectionalizing switches and 5 tie switches. The line, load data of this system are taken from [24]. Fig. 3 shows the diagram of this network. The total real and reactive power loads of the system are 3.72 MW and 2.3 MVAr, respectively. The total real and reactive power losses for the initial case calculated from power flow are 203.679 kW and 135.14 kVAr , respectively. The minimum voltage magnitude of the system is 0.91 occurs at bus no. 18 .

The parameters and simulation results for the 33 -node system are shown in Table 2. The optimal configuration of this system obtained by the proposed method is $7-9-14-32-37$. The power loss of the optimum configuration in comparison with power loss of initial configuration is reduced from 203.679 kW to 138.9094 kW . Also the minimum voltage magnitude has been improved from 0.91081 to 0.9423 p.u. after reconfiguration by CSA. These results are identical to the results obtained by the methods proposed in Refs. [20,21] and are better than the results obtained by the FWA method proposed in Ref. [5]. The minimum power loss obtained by FWA is 139.98 kW which is 1.11 kW higher than the optimum solution obtained from CSA. Also the minimum bus voltage is 0.9413 which is 0.001 p.u. lower than the proposed method. The voltage profiles of the system for initial case and optimum case are compared and shown in Fig. 4. From the figure, it is observed that the voltage profile at all buses has been improved significantly after reconfiguration.

When adjusting the value of the probability $P_{a}$, the simulation results of DNR in case 33-node system are tabulated in Table 3.

Table 1
Summary of total features of applied algorithm for three distribution network systems.

| Algorithm | 33-Node and 69-node systems | 119-Node system |
| :--- | :--- | :--- |
| PSO | Swarm size $=30$, weighting factors $C_{1}=2, C_{2}=1.5$, maximum number of <br> iterations $N_{\max }=100$, number of variables $=5$ | Swarm size $=30$, weighting factors $C_{1}=2, C_{2}=1.5$, maximum number of <br> iterations $N_{\max }=500$, number of variables $=15$ |
| CGA | Number of initial chromosome $=30$, mutation rate $=0.2$, fraction of <br> population kept $=0.5$, number of variables $=5$ | Number of initial chromosome $=30$, mutation rate $=0.2$, fraction of <br> population kept $=0.5$, number of variables $=15$ |
| CSA | Number of nests $N_{p}=30$, maximum number of iterations $N_{m a x}=100$, <br> probability of an alien egg to be discovered $P_{a}=0.26$, number of <br> variables $=5$ | Number of nests $N_{p}=30$, maximum number of iterations $N_{m a x}=500$, <br> probability of an alien egg to be discovered $P_{a}=0.25$, number of <br> variables $=15$ |



Fig. 3. IEEE 33-bus test system.

The proposed CSA method can obtain optimal solution for the values of $P_{a}$ from 0.1 to 0.9. The convergence behaviors are presented Fig. 5. It can be seen from Fig. 5 that in $P_{a}=0.2$ case, CSA tends to find the global optimum faster than other cases.

In order to illustrate the efficiency of CSA, the CGA and PSO have been implemented and applied to system. All of them have used the same initial population set. The convergence characteristics of algorithms for the best solution are shown in Fig. 6. As illustrated in this figure, the fitness function settles at the minimum after 24 iterations with the CSA, while with the GA and PSO algorithm settles at the minimum after 37 and 94 generations, respectively. The power loss characters and deviation index $\left(\Delta V_{D}\right)$ characters are shown in Figs. 7 and 8. According to these figures, the membership functions for real power loss reduction and voltage deviation index also tend to find the optimal values. Although sometimes they are not the optimal value in each iteration, because it depends on the fitness function. This illustration for this point can be seen from Fig. 7 that for the CSA, the power loss at the second iteration is about 143.7 kW but it increases to 145.6 kW at the third iteration and similarly in Fig. 8 at the first and the second iteration, the voltage deviation index are 0.069 and 0.077 , respectively.


Fig. 4. Voltage profile for the 33 -node system before and after reconfiguration.

Table 3
Results by CSA for 33-node, 69-node and 119-node system with different values of $P_{a}$.

| $P_{a}$ | 33-Node system |  | 69-Node system |  | 119-Node system |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Fitness | Iterations | Fitness | Iterations | Fitness | Iterations |
| 0.1 | 0.73965 | 33 | 0.48879 | 69 | 0.72894 | 431 |
| 0.2 | 0.73965 | 26 | 0.48879 | 53 | 0.72894 | 364 |
| 0.3 | 0.73965 | 41 | 0.48879 | 83 | 0.72894 | 390 |
| 0.4 | 0.73965 | 34 | 0.48879 | 72 | 0.72894 | 437 |
| 0.5 | 0.73965 | 48 | 0.48879 | 55 | 0.72894 | 393 |
| 0.6 | 0.73965 | 45 | 0.48879 | 74 | 0.72894 | 387 |
| 0.7 | 0.73965 | 51 | 0.48879 | 79 | 0.72894 | 412 |
| 0.8 | 0.73965 | 36 | 0.48879 | 93 | 0.72894 | 484 |
| 0.9 | 0.73965 | 79 | 0.48879 | 81 | 0.72894 | 406 |

## 69-Node system

The 69-node distribution system, which is a medium-scale system, includes 69 nodes, 73 branches. There are 68 sectionalizing

Table 2
33-Node system results on the different methods.

| Methods | Open switches | Fitness | $\Delta P(\mathrm{~kW})$ | $\Delta V_{D}$ | $V_{\text {min }}$ (p.u.) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Initial | 33, 34, 35, 36, 37 | 1.1116 | 203.679 | 0.0891 | 0.91081 |
| Proposed CSA | $7,9,14,32,37$ | 0.73948 | 138.87 | 0.0576 | 0.94235 |
| PSO | $7,9,14,32,37$ | 0.73948 | 138.87 | 0.0576 | 0.94235 |
| CGA | $7,9,14,32,37$ | 0.73948 | 138.87 | 0.0576 | 0.94235 |
| FWA [5] | 7, 9, 14, 28, 32 | 0.74 | 139.98 | 0.0587 | 0.9413 |
| GA [20] | 7, 9, 14, 32, 37 | 0.7473 | 139.55 | 0.0622 | 0.9378 |
| RGA [20] | $7,9,14,32,37$ | 0.7473 | 139.55 | 0.0622 | 0.9378 |
| ITS [20] | 7, 9, 14, 36, 37 | 0.7788 | 145.11 | 0.0664 | 0.9336 |
| HSA [20] | 7, 10, 14, 28, 36 | 0.7851 | 146.39 | 0.0664 | 0.9336 |
| IAICA [21] | 7, 9, 14, 32, 37 | 0.7472 | 139.51 | 0.0622 | 0.9378 |



Fig. 5. Effect of adjusting discovered probability on the 33 -node system.


Fig. 6. Comparison of 33 -node system indices for CSA, CGA and PSO.


Fig. 7. Comparison of 33 -node system indices for CSA, CGA and PSO in power loss.


Fig. 8. Comparison of 33 -node system indices for CSA, CGA and PSO in deviation index.


Fig. 9. IEEE 69-bus test system.


Fig. 10. Voltage profile for the 69 -node system before and after reconfiguration.

Table 4
Comparison of simulation results for 69-node network.

| Method | Open switches | Fitness | $\Delta P(\mathrm{~kW})$ | $\Delta V_{D}$ | $V_{\min }$ (p.u.) |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Initial | $69,70,71,72,73$ | 1.0908 | 224.95 | 0.0908 | 0.9092 |
| CSA | $14,57,61,69,70$ | 0.48879 | 98.5680 | 0.0505 | 0.9495 |
| PSO | $14,57,61,69,70$ | 0.48879 | 98.568 | 0.0505 | 0.9495 |
| CGA | $14,57,61,69,70$ | 0.48879 | 98.568 | 0.0505 | 0.9495 |
| FWA [6] | $14,56,61,69,70$ | 0.48879 | 98.59 | 0.0505 | 0.9495 |
| HSA [9] | $13,18,56,61,69$ | 0.49875 | 99.35 | 0.0572 | 0.9428 |
| IAICA [21] | $14,57,61,69,70$ | 0.48879 | 98.5707 | 0.0505 | 0.9495 |



Fig. 11. Effect of adjusting discovered probability on the 69-node system.
switches and 5 tie switches and total loads are 3.802 MW and 3.696 MVAr [25]. The schematic diagram of the test system is shown in Fig. 9. In a normal operation, switches $\{69,70,71,72$, $73\}$ are opened. After performing the proposed reconfiguration problem based on CSA, switches $\{14,57,61,69,70\}$ are opened and the network losses are reduced from 224.95 kW to 98.568 kW . Fig. 10 shows the voltage profile improvement


Fig. 12. Comparison of 69 -node system indices for CSA, CGA and PSO.


Fig. 13. Comparison of 69 -node system indices for CSA, CGA and PSO in power loss.


Fig. 14. Comparison of 69-node system indices for CSA, CGA and PSO in deviation index.


Fig. 15. 119-bus test system.
achieved by the proposed CSA algorithm. As shown, most of the bus voltages have been improved after reconfiguration. The minimum bus voltage before reconfiguration was equal to 0.9092 p.u. and after reconfiguration; it is raised to 0.9495 p.u.

Reconfiguration results are given in Table 4 while a comparison is made with previous study. It can be observed that using the proposed CSA algorithm, the final power loss after reconfiguration is 98.568 kW and the minimum bus voltage is $0.9495 \mathrm{p} . \mathrm{u}$. These results are identical to the results obtained by the methods proposed in Ref. [21] and are better than the results obtained by the method proposed in Refs. [6,9]. In Ref. [6], the optimum configuration is obtained by opening the switches $\{14,56,61,69,70\}$, which causes a power loss of 98.59 kW which is 0.022 kW higher than the optimum solution obtained from CSA. The minimum power loss so far reported in literature is 99.35 kW Ref. [9] which is 0.79 kW higher than the optimum solution obtained from CSA. Also the minimum bus voltage is 0.9428 which is 0.0067 p.u. lower than the proposed method.

In the 69-node network system, the proposed CSA method can obtain optimal solution for the values of $P_{a}$ from 0.1 to 0.9 when adjusting the value of the probability $P_{a}$ in Table 3. The convergence behaviors are presented Fig. 11. Similarly to the 33 -node system in $P_{a}=0.2$ case, CSA tends to find the global optimum faster than other cases.

The performance of CSA on 69-node system is also compared with the results of the other methods similar to 33 -node system. From Fig. 12, it is clear that the CSA has outperformed PSO with the fitness function settles at the minimum after 29 iterations with


Fig. 16. Voltage profile for the 119 -node system before and after reconfiguration.
the CSA, while with the CGA and PSO algorithm settles at the minimum after 25 and 97 generations, respectively. The power loss characters and deviation index ( $\Delta V_{D}$ ) characters of the 69-node system are shown in Figs. 13 and 14. Similarly to 33-node system, the membership functions for real power loss reduction and voltage deviation index also tend to find the optimal values.

## 119-Node system

To demonstrate the applicability of the proposed method using CSA in large-scale distribution networks, it is tested on 119 -node system. This is the large-scale distribution system with 118 sectionalizing switches, 119 nodes and 15 tie switches as

Table 5
Comparison of simulation results for 119 -node network.

| Methods | Open switches | Fitness | $\Delta P(\mathrm{~kW})$ | $\Delta V_{D}$ |
| :--- | :--- | :--- | :--- | :--- |
| Initial | $119,120,121,122,123,124,125,126,127,128,129,130,131,132,133$ | 1.1322 | $1,298.09$ | 0.1322 |
| Proposed CSA | $24,26,35,40,43,51,59,72,75,96,98,110,122,130,131$ | 0.72894 | 855.0402 | 0.070247 |
| PSO | $9,23,35,43,52,60,71,74,82,96,99,110,120,122,131$ | 0.76178 | 897.192 | 0.07062 |
| CGA | $24,26,35,40,43,51,59,72,75,96,98,110,122,130,131$ | 0.9298 |  |  |
| FWA [5] | $24,26,35,40,43,51,59,72,75,96,98,110,122,130,131$ | 0.72894 | 855.0402 | 0.070247 |
| HSA [20] | $23,27,33,43,53,62,72,75,123,125,126,129,130,131,132$ | 0.7275 | 854.06 | 0.0677 |
| MTS [27] | $24,27,34,40,43,52,59,72,75,96,98,110,123,130,131$ | 0.7275 | 854.21 | 0.0677 |

shown in Fig. 15. The total power loads are $22,709.7 \mathrm{~kW}$ and $17,041.1 \mathrm{kVAr}$ [26]. The initial system real loss was 1298.09 kW and minimum bus voltage was 0.8678 p.u.. By applying the proposed CSA, the power losses were reduced from $1,298.09 \mathrm{~kW}$ to 855.0402 kW and minimum bus voltage was increased from 0.8678 p.u. to 0.9298 p.u. after reconfiguration. Also, it is shown from Fig. 16 that the voltage profile has been improved by the proposed CSA.

The reconfiguration results are given in Table 5. It is clear that the optimization network structure of CSA is the same with that


Fig. 17. Effect of adjusting discovered probability on the 119-node system.


Fig. 18. Comparison of 119 -node system indices for CSA, CGA and PSO.
of CGA and it is different with that of PSO algorithm. CSA gets better optimization results both in power loss reduction and nodal voltage profile than that of PSO algorithm. The total power loss obtained by PSO is 897.192 kW which is 42.1518 kW higher than the proposed method and the minimum bus voltage is 0.9294 p.u. which is 0.0004 p.u. lower than CSA. The results are identical to results obtained by the method proposed in Refs. $[5,20]$ and are better than the results obtained by the MTS methods proposed in Ref. [27]. The minimum bus voltage obtained by MTS is 0.9321 p.u. which is 0.0023 p.u. higher than CSA. However, the


Fig. 19. Comparison of 119 -node system indices for CSA, CGA and PSO in power loss.


Fig. 20. Comparison of 119 -node system indices for CSA, CGA and PSO in deviation index.
minimum power loss obtained by MTS is 865.865 kW which is 10.8248 kW higher than the optimum solution obtained from CSA.

When adjusting the value of the probability $P_{a}$, the simulation results of DNR in case 119-node system are tabulated in Table 3. The proposed CSA method can obtain optimal solution for the values of $P_{a}$ from 0.1 to 0.9 . The convergence behaviors are presented Fig. 17. It can be seen that CSA will be better convergence with the value of probability $P_{a}$ between 0.2 and 0.6 .

The convergence results of system indices for CSA, CGA and PSO are shown in Fig. 18. It can be seen from the Fig. 18 that the CSA and CGA reach the minimum fitness after 413 and 167 iterations, respectively while PSO do not find out the global optimization fitness value. Additionally, although all of them used the same initial population set, the CSA found the best solution at first iteration with fitness value is 1.024 while CGA and PSO is 1.108 because every each iteration, the CSA generate two solution sets via Lévy flights and Discover alien egg. The power loss characters and deviation index $\left(\Delta V_{D}\right)$ characters of the 119 -node system are shown in Figs. 19 and 20. It can be seen from these figures that both membership objectives also tend to find the optimal values.

## Conclusion

In this paper, the CSA method has been successfully applied for distribution network reconfiguration problem. The objective is to minimize the active power loss and voltage profile enhancement of power distribution systems. The radial topology of the network is maintained by the new algorithm based on the movement of each load node to the set of power nodes when it is connected to a node in the set of power nodes. The effectiveness of proposed method is demonstrated on 33 -node, 69 -node, and 119 -node distribution networks. The numerical results verify that the proposed algorithm is capable of finding optimal solution and found to be better than the PSO and some other compared methods in literature. In addition, it has been shown that the potential of using the CSA in distribution network reconfiguration because it needs a few parameters to be tuned, the global solution obtained by using Lévy flight is not sensitive to the parameters used. The simulated results on the medium and large-scale systems like 69-node and 119 -node distribution systems have shown that the applicability of CSA is more noticeable. Thus, the proposed method can be applied to any large-scale practical radial distribution networks.
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