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A B S T R A C T

In this paper we are presenting a modification of a bio-inspired algorithm based on the bee behavior (BCO, bee colony optimization) for optimizing fuzzy controllers. BCO is a metaheuristic technique inspired by the behavior presented by bees in nature, which can be used for solving optimization problems. First, the traditional BCO is tested with the optimization of fuzzy controllers. Second, a modification of the original method is presented by including fuzzy logic to dynamically change the main parameter values of the algorithm during execution. Third, the proposed modification of the BCO algorithm with the fuzzy approach is used to optimize benchmark control problems. The comparison of results show that the proposed fuzzy BCO method outperforms the traditional BCO in the optimal design of fuzzy controllers.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In optimization problems, the main objective is to find the best alternative among a set of possible solutions. In some cases the space of solutions for the problems is just too big and this can cause that the time to find the very best solution is prohibitive large. On the other hand, there are different areas of computational intelligence that provide a set of techniques for solving search and optimization problems [6,29,36]. Such techniques can provide highly competitive results, but not the best solutions. In addition there are alternative methods using heuristic algorithms, but these do not guarantee to find the best solution, although they are able to find a good solution in a reasonable time.

Population based algorithms constitute a new paradigm of collective intelligence and they are able to find good solutions to optimization problems with a reasonable cost and time [10,13,36]. These algorithms have become a research topic of recent interest to many scientists in the field of artificial intelligence [2,25,33]. Collective intelligence can be defined as a set of metaheuristic techniques of artificial intelligence based on the study of collective behavior systems present in nature, generally in a decentralized and self-organizing fashion [2].

There are many works on search and optimization algorithms that have been applied to a plethora of problems, for example; in [1] an Artificial Bee Colony (ABC) algorithm to tune optimal rule-base of a Fuzzy Power System Stabilizer (FPSS) is presented, which leads to damp low frequency oscillation following disturbances in power systems. In [3] the optimization of the type-1 and type-2 fuzzy controller design for the water tank using the bee colony optimization method is presented. In [11] the design of an optimal fuzzy logic-PID controller using bee colony optimization for frequency control in an isolated wind-diesel system is presented. In [12] a bee colony optimization based-fuzzy logic-pid control design of electrolyzer for microgrid stabilization is presented. In [39] an optimal fuzzy load frequency controller with simultaneous auto-tuned membership functions and fuzzy control rules is presented. In [8] the optimization of fuzzy controllers design using the bee colony algorithm is presented and the BCO algorithm is used to optimize the parameters of membership functions of a fuzzy logic controller.

The main contribution of this paper is the modification of the bee colony optimization algorithm (BCO), by adding the fuzzy approach to dynamically change its parameters. In the literature there are similar works using the bee colony algorithm to solve different problems, for example [1,11], where the main difference with respect to our proposal is the algorithm that was used. We use the BCO bee colony optimization (created by Teodorovic in 2002) [30–32] unlike to the algorithm used in [39], which is the artificial bee colony (created by Karaboga [19]), both bio-inspired algorithms are based on the behavior of bees, but with different features that are described below. The ABC algorithm has: follower bees, scout bees, and working bees, and the selection metric is different. The BCO algorithm has: follower bees, scout bees, and the process in the algorithm is different. In this case, the bees use a step forward and a step back, in step forward the bees explores new solutions, and in the step back the bees share information of new solutions with the bees of the hive, and this defines the role of follower bees or recruiter bees, therefore these are different algorithms.

There exists a previous publication by the authors using the same BCO algorithm with the difference that in the present paper, fuzzy logic for dynamic adjustment of parameters is now applied to different benchmark control problems. In the previous work, the algorithm is only used to adjust the parameters of the membership functions of a simple fuzzy controller.

The paper is organized as follows. The methodology is explained in Section 3, the theory and operation of the algorithm are described in Section 2, the cases used in this work are described in Section 4, the experimental results with the traditional method and with dynamic parameter adaptation using fuzzy logic and the statistical comparison between the two algorithms are described in Section 5. Finally, in Section 6 the conclusions are presented.
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2. Bee colony optimization (BCO)

The proposed algorithm is based on the artificial bee colony (BCO, bee colony optimization), which is one of the recently proposed algorithms in the area of collective intelligence [30,33,34]. The present paper focuses on the model proposed by Lucic and Teodorović in 2001, motivated by observing the intelligent behavior of honey bee's swarms [19,20,31,32].

Bee colony optimization (BCO) is a meta-heuristic algorithm [13,20] that belongs to the class of nature-inspired algorithms. These algorithms are inspired by various biological and natural processes [20]. Natural systems have become an important source of ideas and models for the development of many artificial systems [6].

This method (BCO) uses an analogy based on the way the bees do their foraging in nature, and the way in which they apply their search optimization methods to find optimal routes between the hive and the source food [20]. The basic idea behind BCO is to build the multi-agent system (artificial bee colony) [21] efficiently able to solve difficult combinatorial optimization problems [20,23].

2.1. Elements and behavior of BCO

The model defines three main components as shown below [20,21]:

1) Source of food: the value of a food source depends on many factors, including its proximity to the hive, wealth or food concentration and ease of food extraction.
2) Working bees: they are associated with a current or exploited food source. They carry with them information about that particular source, its distance, location and return to share, with a certain probability.
3) Scout bees: they are in constant search of a food source.

2.1.1. Construction of a path by an artificial bee

In this model, a bee is allowed to explore and find a full path travel when leaving the hive the bees observe random dances performed by other bees. Then these bees are equipped with an array of movements of the observed dances.

This set of moves, referred to as “preferred path” is denoted as $\theta$, and it will serve as a guide in the process of foraging. $\theta$ contains a complete path that was previously explored by its partner who will lead the bee to the destination.

During foraging, a bee goes from a node to another node until the destination is reached. In the model bee a heuristic rule is used to help transition the bee in its decision making about what node to visit next.

This rule is composed of two factors: the arc fitness and the distance heuristic. The arc fitness is calculated by Eq. (1) for all possible paths that can be visited by a bee on a particular node at a particular moment.

A bee is aided by a transition rule in decision making of the next node to visit, as is shown in Eq. (1). The state transition probability, $P_{ij,n}$, gives the probability of moving from node $i$ to node $j$ after $N$ transitions. This is formally defined in Eq. (1)[37]

$$P_{ij,n} = \frac{[\rho_{ij,n}]^\alpha [1 - \rho_{ij,n}]^\beta}{\sum_{j \in A_{in}} [\rho_{ij,n}]^\alpha [1 - \rho_{ij,n}]^\beta}$$

where $\rho_{ij,n}$ is the arc fitness from node $i$ to node $j$ after $n$ transitions and $d_{ij}$ represents the distance between node $i$ and node $j$. Note that the $P_{ij,n}$ is inversely proportional to the node distance. In other words, the shorter the distance, the higher is the likelihood of that node to be selected. $\alpha$ is a binary variable that turns on or off the arc fitness influence in the model. $\beta$ is used to control the significance level of the heuristic distance [37].

The main references in the literature do not provide values for the alpha and beta parameters, and we consider using for beta the range from 2 to 7, and for alpha between 0 and 1 because of its similarity with the ant colony algorithm. The alpha parameter has more relevance than beta in the equation, because if alpha is null, the bee decides to use the heuristic distance, makes an assessment of the nearby nodes and determines which nodes to visit depending on the value of the fitness.

The arc fitness, $\rho_{ij,n}$, is defined as in Eq. (2), where $|A_{in}|$ is a common instance in both $A_{in}$ and $F_{in}$, or 0 otherwise. $A_{in} - F_{in}$ denotes the difference between sets $A_{in}$ and $F_{in}$. It contains all elements of $A_{in}$ that are not present in $F_{in}$. When there is only one node left in $A_{in}$, $\rho_{ij,n}$ is set to 1 to indicate that the node is the only remaining choice.

This happens at the last transition before a bee revisits the start node in order to complete the tour [20]

$$\rho_{ij,n} = \begin{cases} \lambda, & j \in F_{in}, |A_{in}| > 1 \\ 1 - \lambda|A_{in} \cap F_{in}|/|A_{in}| - |F_{in}|, & j \notin F_{in}, |A_{in}| > 1 \\ 1, & |A_{in}| = 1 \end{cases} \quad \forall j \in A_{in}, 0 \leq \lambda \leq 1$$

(2)

3. Algorithm with dynamic adjustment using Fuzzy Logic

This section is dedicated to describing the modification of the BCO algorithm with a fuzzy logic approach for dynamically adjusting the values of the $\alpha$ and $\beta$ parameters. The proposed methodology is described below [15,18,26,28,37]. The particular objective in choosing the BCO algorithm is because there are few research works published of this algorithm, there also exist other variants and we consider a good idea to use it and analyze if good results can be achieved when compared with respect to other algorithms.

3.1. Method for adaptation of parameters

In Fig. 1 we graphically illustrate the sequence of steps of the proposed algorithm:

The pseudocode of the proposed algorithm is presented as follows:

Step 1: Randomly generate the initial population of $n$ scout bees for the MF parameters.

To start the algorithm a set of random source foods is generated, where each row (vector) represents a bee and the bee has in memory a route and that route is a possible solution to the problem, which in this case represents the values of the membership function parameters of the fuzzy controller.

This initial population must have possible candidate solutions that satisfy the constraints. Set $NC = 0$, and evaluate the fitness value of the initial populations by (6).

Step 2: Select the $m$ best sites for the neighborhood search.

The bee selected memory contains the best path found so far, and to define the fitness of each bee the equation of the mean square error is used, which is Eq. (9).

Step 3: Recruit bees are used for selected sites (more bees for the best sites).

Step 4: Represent the new value of MF from each working bee.

Step 5: Select the fittest bees from each path.

Step 6: Check the stopping criterion. If satisfied, terminate the search, else $NC = NC + 1$, show and save the best values found and return to evaluate new solutions.
The modification to the algorithm is made in Eq. (1). This function is used to calculate the transition probability, $P_{ij,n}$, and gives the probability of moving from node $i$ to node $j$ after $N$ transitions [37].

The parameters that are dynamically adjusted with the help of fuzzy logic are $\alpha$ and $\beta$, where: $\alpha$ is a parameter that turns on or off the arc fitness influence in the model and $\beta$ is used to control the significance level of the heuristic distance.

We proposed to use the following fuzzy control architecture for the dynamic variation of parameters at runtime, as is illustrated in Fig. 2.

![Fig. 1. Procedure for tuning parameters in the BCO algorithm.](image1)

The fuzzy logic controller used for dynamically adjusting the algorithm parameters is of Mamdani type with 2 inputs, 2 outputs and 9 rules that are chosen with prior knowledge of the problem of exploration and exploitation in search spaces.

In this case we decided to use as an input the iteration variable of the algorithm to measure the state of the iterations. In this case when the algorithm starts we consider the iterations to be “low” and when the iterations are completed, then are considered “high” or near 100%. To represent this idea we use the following Eq. (4) [26], the input variable considers the number of

![Fig. 2. Structure of the fuzzy system for dynamic adjustment of the parameters.](image2)
iterations of the algorithm. The granulation of the variable is shown in Fig. 3.

The second input variable is the diversity defined by Eq. (5), which measures the degree of dispersion of the bees, when the bees are closer together, there is less diversity, and when bees are separated there is high diversity. The diversity equation can be viewed as the average of the Euclidean distances between each bee and the best bee, the diversity input variable takes the value of dispersion of the bees and the values are changing in each iteration of the algorithm. The granulation of this variable is shown in Fig. 4, the range of values is from 0 to 100 and are defined using Eq. (4), which shows the membership functions of the diversity input variable [28]. In this case $x_i$ represents the current solution and $z_j$ represents the best global solution.

\[
\text{Iteration} = \frac{\text{Current iteration}}{\text{Maximum of iterations}} \\
\text{Diversity}(S(t)) = \frac{1}{n_s} \sum_{i=1}^{n_s} \left( \sum_{j=1}^{n_c} (x_{ij}^*(t) - z_j(t))^2 \right)^{\frac{1}{2}}
\]

For the $\alpha$ and $\beta$ output variables, as mentioned above, the recommended values for $\alpha$ (0–1) and $\beta$ (2–7), so that the output variables are granulated using these ranges [8]. The beta output is granulated into five triangular membership functions, see Fig. 5, and the second output variable Alpha is granulated into four Gaussian membership functions, see Fig. 6. Having defined the possible input and output variables, then it was decided to combine them to generate the different output values of $\alpha$ and $\beta$.

We show below the set of fuzzy rules defined in the proposed approach:

1. If (Iteration is Low) and (Diversity is Low) then (Beta is Medium)(Alpha is Regular)
2. If (Iteration is Low) and (Diversity is Medium) then (Beta is High)(Alpha is High)
3. If (Iteration is Low) and (Diversity is High) then (Beta is MediumLow)(Alpha is Low)
4. If (Iteration is Medium) and (Diversity is High) then (Beta is MediumHigh)(Alpha is Regular)
5. If (Iteration is Medium) and (Diversity is Medium) then (Beta is Medium)(Alpha is High)
6. If (Iteration is Medium) and (Diversity is Low) then (Beta is MediumHigh)(Alpha is Low)
7. If (Iteration is High) and (Diversity is Low) then (Beta is Low)(Alpha is High)
8. If (Iteration is High) and (Diversity is Medium) then (Beta is High)(Alpha is Regular)
9. If (Iteration is High) and (Diversity is High) then (Beta is MediumHigh)(Alpha is Regular)

For this problem a set of 9 rules was used to define the adaptation of parameters, the rules are designed with the help of previous knowledge based on performed experiments, where it was observed that when this combination of rules is used improved results are obtained, so we decided to use this combination of fuzzy rules. The main issue is achieving the correct combination of rules for obtaining the appropriate control of the parameter values in BCO.

4. Benchmark problems

It is very important for the reader to know the problems that are considered in this work for their easy understanding, and this section provides a brief description of the different benchmark control problems that are used to test the performance of the proposed
algorithm. To test the performance of the controllers a mathematical model of the plant is used in each case [5,35], and in this form we can evaluate if the corresponding fuzzy controller is fulfilling its function.

4.1. Fuzzy controller for the benchmark water tank problem

The first problem is known as the water tank controller, which can described as follows: the controller aims at a particular water level in a tank, therefore, we have to know the actual water level in the tank and with that we have to be able to set the valve. Fig. 7 shows graphically the way in which the valve opening operates and hence the filling process in the tank. This will have two variables which are the water level as input and the speed of opening of the valve tank filling is the output [4,5,8].

The main goal in this case is to design a fuzzy controller for maintaining the water level in a tank.

4.1.1. Characteristics of the fuzzy controller

We now present the characteristics of the fuzzy controller that was used, which is based on [35]. The controller has two inputs to the fuzzy system [38]: the first is the water level, which has three membership functions with linguistic values of “high”, “okay” and “low”, as shown in Fig. 8. The second input variable is called rate with three membership functions with linguistic values of “negative”, “good” and “positive”, and these are shown in Fig. 8. The names of the linguistic labels are assigned based on the empirical process of the filling behavior of a water tank [5,8,18].

The fuzzy inference system has an output variable called “valve”, which has five “triangular membership” functions with the following linguistic values: “close_fast”, “close_slow”, “no_change”, “open_slow” and “open_fast”.

The fuzzy rules of the controller are:

- If (level is okay) then (valve is no_change).
- If (level is low) then (valve is open_fast).
- If (level is high) then (valve is close_fast).
- If (level is okay) and (rate is positive) then (valve is close_slow).
- If (level is okay) and (rate is negative) then (valve is open_slow).

The combination of rules was found experimentally according to the theory of how the process for filling a water tank is performed. We consider these 5 rules to display the behavior of the fuzzy controller [18,27].

4.2. Autonomous mobile robot

The mobile robot that was used as a case study, is an autonomous vehicle capable of following predictable paths in uncertain environments and is illustrated in Fig. 9.

The robot body is symmetrical around the perpendicular axis and the center of mass is at the geometric center of the body. It has two driving wheels that are fixed to the axis that passes through the center of mass “C” represented by \( \{C, X_m, Y_m\} \), and one passive wheel that prevents the robot from tipping over as it moves on a
The dynamics of the mobile robot is represented by Eqs. (6) and (7) [9,10].

\[ M(q)\dot{v} + C(q, \dot{q})v + Dv = \tau + P(t) \]  

where,

\[ q = (x, y, \theta)^T \] is the vector of the configuration coordinates,
\[ v = (v, w)^T \] is the vector of velocities,
\[ \tau = (\tau_1, \tau_2) \] is the vector of torques applied to the wheels of the robot where \( \tau_1 \) and \( \tau_2 \) denote the torques of the right and left wheel,
\[ P \in \mathbb{R}^2 \] is the uniformly bounded disturbance vector,
\[ M(q) \in \mathbb{R}^{2 \times 2} \] is the positive-definite inertia matrix,
\[ C(q, \dot{q}) = \begin{bmatrix} 0 & -\omega_2 \\ \omega_2 & 0 \end{bmatrix} \] is the vector of centripetal and Coriolis forces, and
\[ D \in \mathbb{R}^{2 \times 2} \] is a diagonal positive-definite damping matrix.

The kinematic system is represented by Eq. (7)

\[
\dot{q} = \begin{bmatrix} \cos \theta & 0 \\ \sin \theta & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix}
\]

where,

\[ (x, y) \] is the position in the \( X-Y \) (world) reference frame,
\[ \theta \] is the angle between the heading direction and the \( x \)-axis,
\[ v \] and \( w \) are the linear and angular velocities.

Furthermore Eq. (8) shows the non-holonomic constraint, which this system has, which corresponds to a non-slip wheel condition preventing the robot from moving sideways.

\[ y \cos \theta - x \sin \theta = 0 \]

The system fails to meet Brockett’s necessary condition for feedback stabilization, which implies that no continuous static state-feedback controller exists that can stabilize the closed-loop system around the equilibrium point.

4.2.1. Characteristics of the fuzzy controller used for the robot

Below the characteristics of the fuzzy controller used in this case study are presented. We chose to optimize a fuzzy controller of the path for a mobile unicycle robot to test the proposed method in a more complex problem. The controller is of Mamdani type, so that the input and output parameters are represented by linguistic variables. The input variables are the error in the linear velocity \( e_v \) and angular velocity \( e_w \), and the output variables are the right \( \tau_1 \) and left \( \tau_2 \) torques [9,10], which are represented in Fig. 10.

The membership functions of the input variables are of trapezoidal type in the negative \( (N) \) and positive \( (P) \) linguistic terms and triangular for the linguistic term for zero \( (Z) \). For the output variables we have 3 membership functions, negative \( (N) \), zero \( (Z) \), positive \( (P) \) of triangular type. The range [−1, 1] is used for each variable because we have normalized all the variables.

The 9 fuzzy rules that are used are shown below in Fig. 11:

4.3. Temperature control problem

In this section the benchmark problem of temperature control, that is also used to test the proposed method, is described in

1. If \( (ev \text{ is } N) \) and \( (ew \text{ is } N) \) then \( (T1 \text{ is } N)(T2 \text{ is } N) \)
2. If \( (ev \text{ is } N) \) and \( (ew \text{ is } Z) \) then \( (T1 \text{ is } N)(T2 \text{ is } Z) \)
3. If \( (ev \text{ is } N) \) and \( (ew \text{ is } P) \) then \( (T1 \text{ is } N)(T2 \text{ is } P) \)
4. If \( (ev \text{ is } Z) \) and \( (ew \text{ is } N) \) then \( (T1 \text{ is } Z)(T2 \text{ is } N) \)
5. If \( (ev \text{ is } Z) \) and \( (ew \text{ is } Z) \) then \( (T1 \text{ is } Z)(T2 \text{ is } Z) \)
6. If \( (ev \text{ is } Z) \) and \( (ew \text{ is } P) \) then \( (T1 \text{ is } Z)(T2 \text{ is } P) \)
7. If \( (ev \text{ is } P) \) and \( (ew \text{ is } N) \) then \( (T1 \text{ is } P)(T2 \text{ is } N) \)
8. If \( (ev \text{ is } P) \) and \( (ew \text{ is } Z) \) then \( (T1 \text{ is } P)(T2 \text{ is } Z) \)
9. If \( (ev \text{ is } P) \) and \( (ew \text{ is } P) \) then \( (T1 \text{ is } P)(T2 \text{ is } P) \)
4.4. Inverted pendulum control problem

The inverted pendulum control problem is a standard test application for complex control approaches, with its complexity originating from the nonlinear nature of the problem [14,22]. The cart pole balancing problem is a popular demonstration of using feedback control to stabilize an open-loop unstable system with fewer control inputs than the degrees of freedom. The cart-pole task involves a balancing pole hinged to a motionless cart that travels left or right along a straight bounded track as shown in Fig. 14. The pole is free to rotate only in the vertical plane of the cart and track. There are no sidelong resultant forces on the pole and it remains balanced as shown in Fig. 14 [22].

The control objective is to apply a sequence of left or right forces of fixed magnitude to the wheeled cart so that it swings up the pendulum from its natural pendant position and stabilizes it to the inverted position; once it reaches the upright equilibrium point [14].

4.4.1. Characteristics of the fuzzy controller used for this problem

Below the characteristics of the fuzzy controller used in this work are presented. The controller can be of Takagi-Sugeno type. In this case study we will be using controllers of Sugeno type and measure the performance to find out if the approach is good for this problem. The general scheme is illustrated in Fig. 15 [22].

The controller used in this case study is of Sugeno type, and we consider as inputs four variables with membership functions of generalized bell type and the output is defined by mathematical functions. The function controller output represents the force that should push the car to maintain balance in the pendulum [7].

Fig. 12. (a) Flow, (b) temp, (c) hot, (d) cold.

Fig. 13. Combination of rules used in the controller.

Fig. 14. Inverted pendulum system.
5. Simulation results

This section presents the results obtained by optimizing the parameters of the membership functions of the input and output variables for the fuzzy controllers and the experiments were performed by dynamically changing the $\alpha$ and $\beta$ parameters.

The parameters recommended in the literature [24] for $\alpha = (0–1)$. In the literature, there are no recommended values for $\beta$, and we can find that the optimal values needed to achieve good results in the experiments are shown in the publication of Wong [24]. We used a value of $\beta = 10$, as suggested in [16,28].

The presented values are results of 30 experiments varying the values of the $\alpha$ and $\beta$ parameters. In this case the equation for calculating the fitness value of each bee, see Eq. (2), is replaced by the equation of the mean squared error (MSE), see Eq. (9), so we measure the performance of the fuzzy controller [8] designed by the BCO algorithm bee colony with this function. The equation is as follows:

$$MSE = \frac{1}{N} \sum_{k=1}^{N} |x(k) - y(k)|^2$$  \hspace{1cm} (9)

In Eq. (9) $x(k)$ represents the reference value at time $k$, $y(k)$ represents the value produced by the system at time $k$, and $N$ represents total number of samples considered.

The proposed algorithm is applied to different optimization problems, which are the benchmark control problems mentioned in Section 4, and the performance of the algorithm is considered in its original form and with the proposed method with the fuzzy approach to observe if there are some significant differences and justify the advantages of the proposed method.

5.1. BCO and FBCO applied to the problem of temperature control

In this section the results obtained by applying the proposed approach to the problem of temperature control are presented. This problem is widely used in the area of control as a benchmark and for more details, see Section 4.3. In Table 1 the most important data of 30 experiments are presented, and we have to say that in optimization problems it is important to report the following information: Number iterations, $\alpha$, $\beta$, $\sigma$, average time, best and average values of the experiments.

The experiments are performed with the same configuration parameters, unlike the fuzzy approach where the $\alpha$ and $\beta$ parameters are changed dynamically at runtime. In this case study, our proposal exceeds the expectations of the traditional bee colonies algorithm. In Fig. 16 the best fuzzy controller architecture found by the algorithm is presented.

We can observe a better performance of the fuzzy controller built by the proposed method (FBCO), where the black line represents the reference and the gray line represents the performance of the controller built to follow the reference.

5.2. BCO and FBCO applied to the autonomous mobile robot

In this section the results of the experiments performed for the autonomous mobile robot problem are presented, and for more details on the robot see Section 4.2. In Table 2 the results of 30 experiments and the parameter configuration are presented.

In Fig. 17 a general diagram of the distribution of the membership functions of the best fuzzy controller for this case study is presented. In Fig. 17(e) we can observe a better performance of the fuzzy controller built by the proposed method (FBCO), where the blue line represents the reference and the green line represents the
Table 1
Configuration parameters and results of BCO and FBCO ("Dyn" means dynamic).

<table>
<thead>
<tr>
<th>Configuration parameters</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>Iterations</td>
</tr>
<tr>
<td>BCO</td>
<td>60</td>
</tr>
<tr>
<td>FBCO</td>
<td>60</td>
</tr>
</tbody>
</table>

![Image](www.Matlabi.ir)

Table 2
Configuration parameters and results of BCO and FBCO.

<table>
<thead>
<tr>
<th>Configuration parameters</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>Iterations</td>
</tr>
<tr>
<td>BCO</td>
<td>60</td>
</tr>
<tr>
<td>FBCO</td>
<td>60</td>
</tr>
</tbody>
</table>

trajectory of the controller built to follow the reference. For this problem, the proposed algorithm has greater stability and adaptation exceeding the performance of the traditional BCO method, and the results published by other authors demonstrated not to overcome our proposed approach [9,10].

5.3. BCO and FBCO applied to water level control in a tank

The algorithms (BCO and FBCO) were also applied to the problem of the water tank control. This problem is widely used as a benchmark to test control methods. In Table 3 the results and configuration parameters are presented.

In Fig. 18 a general diagram of the distribution of the membership functions of the best fuzzy controller for this case study is presented. In Fig. 18(c) we observe a better performance of the fuzzy controller built by the proposed method (FBCO), where the blue line represents the reference and the green line represents the trajectory of the controller built to follow the reference. Many results by other authors with different methods have been published in [4,5,8], and in this case some have find better results than our proposal.

5.4. BCO and FBCO applied to the inverted pendulum problem

We also applied the algorithms in a different case, which is the problem of the inverted pendulum. In this case the fuzzy controller that is used is of Sugeno type, see Section 4.4 for more details. The idea is to test the performance of the algorithm for various problems of fuzzy control. In this section the results of the experiments are presented in Table 4.

Table 3
Configuration parameters and results of BCO and FBCO.

<table>
<thead>
<tr>
<th>Configuration parameters</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
<td>Iterations</td>
</tr>
<tr>
<td>BCO</td>
<td>60</td>
</tr>
<tr>
<td>FBCO</td>
<td>60</td>
</tr>
</tbody>
</table>
Fig. 17. (a) $e_w$, (b) $e_v$, (c) $T_1$, (T2), (T2), (e) simulation of the controller. (For interpretation of the references to colour in the citation of this figure, the reader is referred to the web version of this article.)

Fig. 18. (a) Level, (b) rate, (c) valve, (d) simulation results. (For interpretation of the references to colour in the citation of this figure, the reader is referred to the web version of this article.)

Table 4

<table>
<thead>
<tr>
<th>Configuration parameters and results of BCO and FBCO.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>BCO</td>
</tr>
<tr>
<td>FBCO</td>
</tr>
</tbody>
</table>
In Fig. 19 a general diagram of the architecture constructed by the algorithm is presented, and unlike the above mentioned controllers, in this case calculating the output values is made with mathematical functions. In the simulation results we can notice that the algorithm is not as good when compared to the other control problems. In Table 4 we can note that our proposal does not improve on the simple BCO algorithm for this case study. In fact, we have to say that both algorithms had difficulty to reach the target, and we can notice that there is no benefit in applying the proposed algorithm with the fuzzy approach for this type of fuzzy controllers and the computational cost is also high [14].

5.5. Statistical comparison

To conclude in a formal way, it is necessary to perform a statistical comparison between the traditional BCO vs FBCO for the different problems that were considered in this study. The statistical test that was used for the comparisons is the z-test, whose parameters are defined in Table 5. With the parameters of Table 5, we applied the statistical z-test for all the cases shown in this study giving the results shown in Table 6.

In applying the statistical z-test, with a significance level of 0.05, the alternative hypothesis states that the average of the proposed method is lower than the average of the traditional BCO, and of course the null hypothesis states that the average of the proposed method is greater than or equal to the average of the traditional BCO, with a rejection region for all values falling below −1.645. So the statistical test results are that: for the fuzzy BCO, there is significant evidence to reject the null hypothesis with a value of −2.1723.

Analyzing the results of the performed hypothesis tests shows that our proposed approach improves results with respect to the traditional method, with the exception to the problem of the inverted pendulum. The main reason for not improving results in the last case is that between the FBCO and BCO methods, we do not have sufficient statistical evidence to reject the null hypothesis, and this could be because the case study uses a Sugeno type fuzzy controller, which in many cases can be more difficult to design. We found that by using fuzzy logic in the bee colony algorithm the results are better when compared with the traditional method and we can conclude that with the addition of the dynamic parameter

### Table 5
Parameters for the statistical z-test.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level of significance</td>
<td>95%</td>
</tr>
<tr>
<td>Alpha</td>
<td>0.05%</td>
</tr>
<tr>
<td>Ha</td>
<td>( \mu_1 &gt; \mu_2 )</td>
</tr>
<tr>
<td>H0</td>
<td>( \mu_1 \geq \mu_2 )</td>
</tr>
<tr>
<td>Critical value</td>
<td>−1.645</td>
</tr>
</tbody>
</table>

### Table 6
Results of applying the statistical z-test.

<table>
<thead>
<tr>
<th>Case study</th>
<th>Our method</th>
<th>Simple method</th>
<th>Z-value</th>
<th>Evidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water tank problem</td>
<td>FBCO</td>
<td>BCO</td>
<td>−12.4933</td>
<td>Significant</td>
</tr>
<tr>
<td>Autonomous mobile robot</td>
<td>FBCO</td>
<td>BCO</td>
<td>−4.8806</td>
<td>Significant</td>
</tr>
<tr>
<td>Temperature control problem</td>
<td>FBCO</td>
<td>BCO</td>
<td>−2.1723</td>
<td>Significant</td>
</tr>
<tr>
<td>Inverted pendulum problem</td>
<td>FBCO</td>
<td>BCO</td>
<td>3.4913</td>
<td>Not significant</td>
</tr>
</tbody>
</table>
tuning we can maintain a better balance between the exploration and exploitation and with this avoiding premature convergence of the algorithm.

6. Conclusions

In this work we show the application of a collective intelligence paradigm, the bee colony algorithm (BCO) for solving optimization problems, in particular applied to benchmark control problems based on fuzzy logic. We conclude that dynamically adjusting parameters of an optimization method can improve the quality of results and can increase the diversity of solutions to a problem and the results can be improved when compared with already published results on the same control problems [8]. The main contribution was to now include a fuzzy approach to the bee colony algorithm using fuzzy logic to move the alpha and beta parameters dynamically at runtime. It is found that BFCO is an optimization method, which can be applied to any problem, and with the addition of dynamic parameter tuning we can maintain a better balance between the exploration and exploitation and with this avoiding premature convergence. Given the above, it is concluded that BFCO can solve difficult optimization problems with the help of fuzzy logic to improve performance. The proposed algorithm has been proven to have better performance in comparison with the traditional BCO method in most of the problems used in this work.
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