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Abstract

Purpose – Churn prediction is a very important task for successful customer relationship
management. In general, churn prediction can be achieved by many data mining techniques.
However, during data mining, dimensionality reduction (or feature selection) and data reduction are
the two important data preprocessing steps. In particular, the aims of feature selection and data
reduction are to filter out irrelevant features and noisy data samples, respectively. The purpose of this
paper, performing these data preprocessing tasks, is to make the mining algorithm produce good
quality mining results.
Design/methodology/approach – Based on a real telecom customer churn data set, seven different
preprocessed data sets based on performing feature selection and data reduction by different priorities
are used to train the artificial neural network as the churn prediction model.
Findings – The results show that performing data reduction first by self-organizing maps and feature
selection second by principal component analysis can allow the prediction model to provide the
highest prediction accuracy. In addition, this priority allows the prediction model for more efficient
learning since 66 and 62 percent of the original features and data samples are reduced, respectively.
Originality/value – The contribution of this paper is to understand the better procedure of performing
the two important data preprocessing steps for telecom churn prediction.

Keywords Data mining, Feature selection, Churn prediction, Data reduction,
Dimensionality reduction

Paper type Case study

1. Introduction
It is the fact that retaining existing and valuable customers is the core managerial
strategy of organizations to survive in industry. This leads to the importance of effective
churn prediction. Customer churn means that customers are intending to move
their custom to a competing service provider. Therefore, it is necessary to assess their
customers’ value in order to retain or even cultivate the profit potential of customers
(Kim et al., 2004).

The current issue and full text archive of this journal is available at
www.emeraldinsight.com/0368-492X.htm

Received 13 March 2013
Revised 17 March 2014
Accepted 7 April 2014

Kybernetes
Vol. 43 No. 5, 2014

pp. 737-749
r Emerald Group Publishing Limited

0368-492X
DOI 10.1108/K-03-2013-0045

This work was supported in part by the National Science Council of Taiwan under Grant
No. NSC 99-2410-H-008-034-.

737

Telecom churn
prediction

www.Matlabi.irwww.Matlabi.ir

http://www.Matlabi.ir


Regarding Berry and Linoff (2004), customer churn in the telecommunications
industry can be divided into the voluntary and involuntary churners. Voluntary churn
means that customers make a decision to terminate their service with the provider.
On the other hand, involuntary churn means that the company (or service provider)
withdraw the customers’ service because of abuse of service, non-payment of
service, etc. For the purpose of churn prediction, voluntary churn is the main focus
for organizations.

In the recent literature, data mining techniques have been widely used for churn
prediction, and they can provide better prediction performance than traditional
statistical methods (Ngai et al., 2009; Tsai and Lu, 2010). In general, the process of
knowledge discovery in databases (KDD) or data mining contains data set selection,
data preprocessing, data analysis, and result interpretation and evaluation (Bose and
Mahapatra, 2001; Fayyad et al., 1996).

Since the collected data sets for some specific domains tend to be very large, which
usually contain some noisy information (or unrepresentative data), data preprocessing
plays an important role in KDD. Particularly, its aim is to make the chosen data set
as “clean” as possible for the later data analysis step. In other words, the data
preprocessing techniques can be used to filter out certain numbers of noisy data from
the chosen data sets, which are able to enhance the data quality as well as the mining
results (Han and Kamber, 2000).

To perform data preprocessing, dimensionality reduction (or feature selection) and
data reduction (or instance selection) are the two most active research problems in data
mining. This is because the number of features and data samples selected for many
problems is usually very large to date. Therefore, if too many instances are considered,
it can result in large memory requirements and slow execution speed, and can cause
over-sensitivity to noise (Wilson and Martinez, 2000). In addition, it is often the fact
that they are not all equally informative and some data points will be further away
from the sample mean than what is deemed reasonable. As a result, the mining result,
such as the classification/prediction performance, without considering the data
preprocessing step is very likely poorer than the one performing data preprocessing
(Reinartz, 2002; Yang and Olafsson, 2006).

Specifically, the aim of feature selection is to select more representative features which
have more discriminative power over a given data set. It is also called as dimensionality
reduction (Guyon and Elisseeff, 2003). On the other hand, data reduction aims at
discarding the faulty data (or outliers), in which outliers could be considered as noisy
points lying outside a set of defined clusters and could lead to significant performance
degradation (Aggarwal and Yu, 2001; Barnett and Lewis, 1994).

Related studies of feature selection and data reduction have shown some promising
results that the performance of prediction models with one of the data preprocessing
step is better than the one without data preprocessing (Feng et al., 2014; Gunal and
Edizkan, 2008; Leyva et al., 2014; Orsenigo and Vercellis, 2013; Piramuthu, 2004;
Tsai, 2009; Tsai and Chang, 2013; Wang and Chiang, 2008). However, they only focus
on either selecting more representative features or reducing faulty data for better
classification or prediction. This leads to the research question about which step
(i.e. feature selection and data reduction) should be performed first since they both are
very important to improve the mining performance.

In practice, it is inevitable to face this priority problem of performing these two data
preprocessing steps. This is because in many domain problems there is usually no
exact agreed number of variables. That is, the collected variables in a specific domain
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would not be all informative. Furthermore, some data samples in a given large data set
may be regarded as noisy data. Therefore, feature selection and data reduction should
both be considered in order to develop a more effective model.

However, it is difficult to perform feature selection and data reduction at the same
time over a given data set. Given a data set D containing m dimensional features and
i data samples, when feature selection and data reduction are performed as the first
and second preprocessing steps, respectively, it will lead to D1 containing n dimensional
features and j data samples (where nom and joi). On the other hand, the data set D,
which is preprocessed by data reduction and feature selection for the first and second
preprocessing steps, respectively, will result in D2 containing o dimensional features and
k data samples (where oom and koi). In addition, the numbers of features and data
samples of D1 and D2 are usually not the same. Consequently, using the same data mining
algorithm over D1 and D2 will produce different results.

Therefore, the aim of this paper is to perform feature selection and data reduction
with different priorities to examine their performances for the domain of telecom
customer churn prediction as the case study. In addition, three baselines will be
compared, which are the data set without performing both data preprocessing steps,
the data set preprocessed by feature selection only, and the data set preprocessed by
data reduction only.

The rest of this paper is organized as follows. Section 2 describes the basic concept of
feature selection and data reduction. The techniques used for these two preprocessing
steps are also overviewed, which are principal component analysis (PCA), association
rules, and self-organizing maps (SOMs). Section 3 presents the research design
and process. Section 4 provides the experimental results and the conclusion is given
in Section 5.

2. Literature review
2.1 Feature selection
It is usually the fact that the number of features (or variables) captured in a data set is
relative large and not all of these features are informative or can provide high
discrimination power. The aim of feature selection is to remove most irrelevant and
redundant features from the chosen data set. This helps improve the performance of
the prediction models. That is, the curse of dimensionality problem can be alleviated
(Powell, 2007). In addition, given a data set feature selection can help people to
understand which the important features are and how they are related with each other.

2.1.1 PCA. PCA is a multivariate statistical technique, which is able to find out
important features for best describing the variance in a data set. That is, PCA is widely
used to transform data samples into a new feature space and to use lower dimensional
feature representation from the new feature space to denote the data sample. In other
words, PCA performs a linear mapping of the data samples to a lower dimensional
feature space in such a way that the variance of the data in the low dimensional feature
representation is maximized.

The total variability of a data set produced by the complete set of m variables can
often be accounted for primarily by a smaller set of k (kom) components of these
variables. Therefore, the new data set consists of n records on k components rather
than n records on m variables as the original one. Specifically, by computing
eigenvalues and eigenvectors of the principal components, we could find a combination
of the original variables in linearity which makes the greatest variance. The first
principal component accounts for as much of the variability in the data as possible, and
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each succeeding component accounts for as much of the remaining variability as
possible (Jolliffe, 1986).

2.1.2 Association rules. Association rules are used for discovering important and/or
interesting relations between variables in large databases. That is, multiple independent
elements that co-occur frequently and rules which relate to the co-occurred elements in
a given data set can be identified (Agrawal et al., 1993).

A well-known application of association rules is market basket analysis. A market
basket contains purchasing transactions of customers. That is, it is a collection of items
or itemsets which are purchased by a customer in a single transaction. As the number
of customer transactions is usually very large and frequent itemsets is exponential
to the number of different items, association rules can be used to examine as most
frequent itemsets as possible. Questions like what products tend to be purchased
together can be answered. For example, customers who bought product A will also buy
product B for the 81.25 percent probability. On the other hand, customers who bought
product B will also buy product A for the 65 percent probability.

The general concept of association rules is as follows. Let I¼ {i1, i2,y , im} be a set
of items in a given data set DB containing a set of transactions, where each transaction
T is a set of items such that TDI. Let X be a set of purchased items. A transaction T is
said to contain X if and only if XDT. An association rule can be represented by
the form X) Y, where XDI, YDI, and X-Y¼Ø. The rule X) Y holds in the
transaction set DB with confidence c if c percent of the transactions that contain X as
well as Y. The rule X) Y has support s in the transaction set if s percent of the
transactions in DB contain X,Y. Confidence means the strength of the rule and support
indicates the frequency of the patterns occurring in the rule. As a result, rules with high
confidence and strong support can be referred to as strong rules (Kantardzic, 2003).

Therefore, the task of using association rules is to reduce a large amount of
information to a small and more understandable set of statistically supported
statements (Kantardzic, 2003). For customer churn prediction, Tsai and Chen (2010)
apply association rules to select important and representative variables and show their
outperformance over non-feature selection.

2.2 Data reduction
According to Wilson and Martinez (2000), one problem with using the original data
points is that there may not be any data points located at the precise points that would
make for the most accurate and concise concept description. Therefore, the aim of data
reduction is to reduce a data set, which results in a smaller data set, but the integrity of
the original data set is closely maintains. That is, it keeps less data count and more
information amount. In some cases generalization accuracy can increase when noisy
instances are removed and when decision boundaries are smoothed to more closely
match the true underlying function.

The data which are removed can be regarded as outliers (or bad data). Specifically,
outliers are the data points which are highly unlikely to occur given a model of the
data. One approach to perform this task is based on the distances to neighboring data
points by some clustering algorithm (Ghosting et al., 2008).

2.2.1 SOMs. A SOM (Kohonen, 1987) is the predominant clustering technique, and it is
comparable to traditional clustering techniques like the k-means algorithm (Smith and
Gupta, 2000). In particular, the learning process of SOM is based on an unsupervised
competitive learning algorithm, a process of self-organization. It usually consists of an
input layer and the Kohonen layer which is designed as two-dimensional arrangement of
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neurons, and it is used to map a high-dimensional data into a two-dimensional
representation space.

That is, SOM can explore the groupings and relations within such data by projecting
the data on a two-dimensional image that clearly indicates regions of similarity. Figure 1
shows an example of a 5 � 5 SOM.

The main properties of SOM can be stated as:

(1) The map allocates different numbers of nodes to inputs based on their occurrence
frequencies. If different input vectors appear with different frequencies, the
more frequent one will be mapped to larger domains at the expense of the less
frequent ones.

(2) The distance relationships between the input data are preserved by their images
in the map as faithfully as possible. While some distortion is unavoidable, the
mapping preserves the most important neighborhood relationships between
the data items, i.e., the topology of their distribution.

2.3 Prediction techniques
To predict customer churn, some prediction models need to be developed. In particular,
supervised machine learning techniques can be employed. Given a training set,
which is composed of a number of training data samples and one specific class
label (i.e. prediction output) is associated with each data sample, the learning task
is to compute a model that approximates the mapping between the input-output
examples and correctly labels the training set with some level of accuracy.
According to Tsai and Lu (2010), three most popular and widely used techniques
for churn prediction are artificial neural networks, decision trees, and logistic
regression (LR).

2.3.1 Artificial neural networks. Neural networks (or artificial neural networks)
are motivated by information-processing units as neurons in the human brain that
a neural network is made up of artificial neurons (Haykin, 1999). Specifically,
the multilayer perceptron (MLP) neural network is the most widely developed neural
network model. It consists of an input layer including a set of sensory nodes as input
nodes, one or more hidden layers of computation nodes, and an output layer of
computation nodes.

Output Nodes

Input Nodes

Figure 1.
A 5�5 SOM
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A multilayer network is typically trained by a backpropagation learning algorithm.
It performs weights tuning to define whatever hidden unit representation is most effective
at minimizing the error of misclassification. That is, for each training example its inputs
are fed into the input layer of the network and the predicted outputs are calculated.
The difference between each predicted output and the corresponding target output is
calculated. This error is then propagated back though the network and the weights
between two layers are adjusted so that if the training example is presented to the
network again, then the error would be less.

2.3.2 Decision trees. A decision tree classifies an instance by sorting it through the
tree to the appropriate leaf node, i.e. each leaf node represents a classification.
Each node represents some attribute of the instance, and each branch corresponds to
one of the possible values for this attribute.

To construct tree, it is based on splitting the training set into subsets based
on an attribute value test. This process is repeated on each derived subset in
a recursive manner. The recursion is completed when the subset at a node has
all the same value of the target variable, or when splitting no longer adds value to
the predictions.

In literature, the CART (Classification and Regressing Tree) decision tree is the
popular technique for constructing a classification or regression tree according to its
dependent variable type, which may be categorical or numerical (Breiman et al., 1984).
That is, a decision tree with a range of discrete (symbolic) class labels is called
a classification tree, whereas a decision tree with a range of continuous (numeric)
values is called a regression tree.

2.3.3 LR. LR is a type of probabilistic statistical classification model. LR measures the
relationship between a categorical dependent variable and one or more independent
variables, which are usually continuous, by using probability scores as the predicted
values of the dependent variables. LR allows us to look at the fit of the model as well as
at the significance of the relationships between dependent and independent variables that
are modeled (Hosmer and Lemeshow, 2000).

The LR function can be written as:

P ¼ eaþbx

1þ eaþbx
ð1Þ

where P is the probability of 1, e is the base of the natural logarithm and a and b are the
parameters of the model.

3. Research methodology
3.1 The case data set
The data set for the later experiments is based on customer churn prediction
from Cell2Cell, a wireless telecom company[1]. This data set can be used to develop
a model for churn prediction in order to retain potential churners to remain with
the company.

The data set contains 51,306 subscribers with 173 different features (i.e. variables),
including 34,761 churners and 16,545 non-churners, from July 2001 to January 2002.
In addition, the subscribers have to be mature customers who were with the telecom
company for at least six months. Churn was then calculated based on whether the
subscriber left the company during the period 31-60 days after the subscriber was
originally sampled.
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3.2 The experimental process
There are eight different procedures to construct eight different prediction models,
respectively, shown in Figure 2, which belong to five categories described as follows:

. Category 1: the baseline – this process is to develop a baseline prediction model
based on the original data set without performing any data preprocessing steps.
Therefore, the comparative result allows us to understand whether the
preprocessed data sets can make the prediction model performs better than
the model without data preprocessing.

. Category 2: feature selection – in this process, we consider PCA and AR as the
two feature selection methods, respectively. That is, we would like to know
which feature selection method can result in better prediction performance.

. Category 3: data reduction – in addition to examining the model performance by
feature selection, data reduction based on SOM is also considered. The result can be
used to compare if the model only followed by the data reduction step can provide
better prediction performance than the one only followed by the feature selection step.

. Category 4: feature selectionþ data reduction – this procedure is based on
performing feature selection first and then, the processed data set is further
processed by SOM for the data reduction task.

. Category 5: data reductionþ feature selection – apposed to Category 4, data
reduction is performed first, and the reduced data set is further processed by
feature selection. Therefore, we can examine which preprocessing step should be
performed first in order to construct an effective prediction model.

3.3 Dimensionality and data reduction
For the dimensionality reduction method by PCA, we considered factor loadings X0.5
as informative variables. In particular, the principal axis analysis to filter the variables

Original
data set

Feature
selection

(PCA)

Data set 1

Baseline
Model

Model 1 Model 2 Model 3

Model 4

Feature
selection

(AR)

Data set 2

Record
reduction

(SOM)

Data set 3

Feature
selection

(PCA)

Record
reduction

(SOM)

Data set 4

Feature
selection

(AR)

Record
reduction

(SOM)

Data set 5

Model 5

Record
reduction

(SOM)

Record
reduction

(SOM)

Feature
selection

(PCA)

Feature
selection

(AR)

Data set 6 Data set 7

Model 6 Model 7

Figure 2.
The experimental process
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is used. For association rules, 56 different support and confidence values are examined
in order to identify the best selected features. In this paper, we found that 10 percent
support and 80 percent confidence values can select the best features for prediction.

On the other hand, for the data reduction method by SOMs, 2�2, 3�1, 3�2, 3�3,
4�2, 4�3, 4�4, 5�1, 5�2, 5�3, 5�4, and 5�5 SOMs are constructed for
comparisons. As there are churn and non-churn groups, two clusters corresponding to
the two groups, respectively, of each SOM, which provide the highest rate of accuracy
over the other clusters are selected as the clustering result. For the example of 2�2
SOM, given a training data set four clusters are produced represented by C1, C2, C3,
and C4. Then, we can find out two out of the four clusters can be well “classified”
into the churn and non-churn groups, respectively. The other two clusters whose
data are not well classified or difficult to be classified by 2�2 SOM are discarded.
In our experiments, we found that 4�4 SOM can provide the best clustering result for
data reduction.

3.4 Artificial neural networks: the baseline prediction model
In this paper, artificial neural networks are used as the baseline prediction model in
order to compare with the same models followed by different preprocessing steps
shown in Figure 2. In particular, the MLP neural network with the back-propagation
learning algorithm is constructed since approximately almost all business related
studies utilize MLP (Smith and Gupta, 2000).

To construct a MLP neural network, there are two important parameters need to be
setup in order to avoid the overfitting or overtraining problem. They are the number
of hidden layer nodes and the training epoch. As Pendharkar (2002) point out that it is
necessary to try at least three different parameters to obtain the optimal MLP,
we consider four different hidden nodes, which are 8, 12, 16, and 24 and four different
training epochs, which are 50,100,200, and 300. As a result, there are 16 prediction
models constructed over one specific data set.

In addition, a tenfold cross-validation method is used. It is based on dividing ten
equal and unduplicated parts of a data set. Any nine of the ten segments or subsets
are selected to perform training. The remaining part is used for testing the model.
As a result, there are ten testing results. Then, average prediction accuracy and errors
can be obtained.

3.5 Evaluation methods
To evaluate the prediction performance of the eight prediction models, prediction
accuracy and Types I and II errors are examined. They can be measured by a confusion
matrix shown in Table I.

The rate of prediction accuracy can be obtained by:

Prediction accuracy ¼ aþ b

aþ bþ cþ d

kActual\predicted- Churners Non-churners

Churners (a) II (b)
Non-churners I (c) (d)

Table I.
Confusion matrix
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The Type I error shows the rate of prediction errors of a model, which incorrectly
classifies the non-churners group into the churners group. Opposed to the Type I error,
the Type II error presents the rate of prediction errors of a model to incorrectly classify the
churners group into the non-churners group.

4. Experimental results
4.1 Prediction accuracy
Table II shows the average prediction accuracy rates of the eight models based
on the 16 different parameter settings of MLP. As we can see, performing data
reduction first and feature selection second is the best data preprocessing strategy,
which can provide the highest prediction accuracy, i.e. 98.99 and 98.974 percent for
SOMþPCA and SOMþAR, respectively. In particular, SOMþAR with MLP by the
parameter of 50 learning epoch and eight hidden layer node can produce 99.01 percent
prediction accuracy.

4.2 Types I and II errors
Tables III and IV show the Types I and II errors, respectively. Similar to prediction
accuracy, performing data reduction first and feature selection second can provide the
lowest Types I and II errors. More specifically, data preprocessing by SOMþPCA
provides the lowest Type I error rate and SOMþAR for the lowest Type II error rate.
However, there is no significant difference between them, i.e. o0.2 percent on average.

4.3 Reduction ratios vs prediction performances
Table V shows the reduction ratio and prediction performances of each method.
Note that the number in each bracket means the reduction ratio. As we can see that AR
produces a larger reduction ratio than PCA and make the MLP model slightly performs
better in terms of accuracy and the Type I error. About performing either dimensionality
reduction or data reduction, considering data reduction by SOM can allow MLP to provide
better prediction performances than dimensionality reduction using PCA and AR.

MLP AR PCA SOM SOMþAR SOMþPCA ARþ SOM PCAþ SOM

50/8 92.878 93.021 92.346 98.835 99.01 98.993 98.703 97.46
50/12 92.795 92.885 92.435 98.788 98.999 98.993 98.683 97.46
50/16 92.655 92.907 92.321 98.726 98.999 98.993 98.809 97.459
50/24 93.39 92.723 92.394 98.752 98.994 98.993 98.77 97.454
100/8 92.67 92.9 92.412 98.851 98.998 98.993 98.77 97.454
100/12 92.593 92.795 92.314 98.763 98.992 98.993 98.61 97.432
100/16 92.544 92.688 92.251 98.554 98.993 98.993 98.757 97.483
100/24 92.351 92.449 92.188 98.705 99.004 98.993 98.717 97.459
200/8 92.672 92.894 92.341 98.58 98.81 98.982 98.278 97.398
200/12 92.591 92.709 92.281 98.543 98.93 98.998 98.418 97.399
200/16 92.206 92.476 92.153 98.29 98.998 98.993 98.605 97.421
200/24 92.19 92.242 91.954 98.437 99.014 98.977 98.497 97.387
300/8 92.441 92.714 92.382 98.595 98.858 98.982 98.125 97.415
300/12 92.534 92.569 92.21 98.556 98.973 98.993 98.518 97.382
300/16 92.226 92.362 92.202 98.318 99.008 98.987 98.316 97.376
300/24 91.919 92.025 91.868 98.433 99.008 98.982 98.478 97.365
Avg. 92.541 92.645 92.253 98.608 98.974 98.99 98.55 97.424

(7) (6) (8) (3) (2) (1) (4) (5)

Table II.
Prediction accuracy of the

eight models (%)
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MLP AR PCA SOM SOMþAR SOMþPCA ARþ SOM PCAþ SOM

50/8 16.428 16.462 18.433 16.07 1.602 1.418 1.753 3.474
50/12 16.096 16.936 18.15 1.603 1.602 1.418 1.771 3.494
50/16 16.239 16.454 18.486 1.583 1.623 1.418 1.825 3.491
50/24 16.161 16.613 18.185 1.601 1.631 1.418 1.784 3.493
100/8 16.472 16.748 18.726 1.58 1.624 1.418 1.72 3.555
100/12 16.526 16.561 18.427 1.587 1.625 1.418 1.784 3.519
100/16 16.752 16.793 18.156 1.583 1.636 1.418 1.805 3.472
100/24 16.569 17.223 18.372 1.523 1.619 1.418 1.805 3.516
200/8 16.659 16.513 18.401 1.661 1.605 1.432 1.719 3.627
200/12 16.421 17.265 17.868 1.591 1.613 1.418 1.742 3.588
200/16 16.185 16.445 18.108 1.561 1.536 1.418 1.794 3.589
200/24 16.435 16.972 18.023 1.575 1.61 1.432 1.796 3.59
300/8 16.232 16.623 18.586 1.589 1.568 1.432 1.732 3.543
300/12 16.209 16.452 17.989 1.573 1.625 1.418 1.751 3.61
300/16 16.157 16.705 18.147 1.599 1.62 1.432 1.771 3.544
300/24 16.788 16.84 18.04 1.61 1.624 1.432 1.765 3.626
Avg. 16.396 16.725 18.256 2.493 1.61 1.422 1.77 3.546

(6) (7) (8) (4) (2) (1) (3) (5)

Table III.
Type I errors of the
eight models (%)

MLP AR PCA SOM SOMþAR SOMþPCA ARþ SOM PCAþ SOM

50/8 3.11 2.822 2.975 0.633 0.264 0.47 0.733 1.817
50/12 3.375 2.787 2.992 0.708 0.286 0.47 0.75 1.809
50/16 3.493 2.982 2.999 0.849 0.268 0.47 0.312 1.805
50/24 3.605 3.171 3.068 0.77 0.268 0.47 0.513 1.801
100/8 3.438 2.828 2.79 0.632 0.26 0.47 1.155 1.778
100/12 3.423 3.069 3.026 0.806 0.283 0.47 0.898 1.836
100/16 3.407 3.15 3.236 1.175 0.268 0.47 0.484 1.768
100/24 3.816 3.319 3.244 0.932 0.255 0.47 0.602 1.772
200/8 3.238 3.039 2.971 1.137 0.611 0.469 1.772 1.801
200/12 3.492 2.887 3.303 1.279 0.416 0.454 1.209 1.844
200/16 4.19 3.591 3.357 1.757 0.255 0.469 0.882 1.798
200/24 4.105 3.659 3.696 1.433 0.239 0.483 1.165 1.873
300/8 3.84 3.18 2.892 1.222 0.565 0.469 2.185 1.855
300/12 3.638 3.57 3.381 1.308 0.319 0.469 1.202 1.859
300/16 4.17 3.744 3.272 1.693 0.261 0.469 1.532 1.943
300/24 4.185 4.087 3.866 1.47 0.239 0.469 1.241 1.888
Avg. 3.658 3.243 3.192 1.113 0.316 0.469 1.04 1.828

(8) (7) (6) (4) (1) (2) (3) (5)

Table IV.
Type II errors of the
eight models (%)

Method Dimension No. of data Accuracy Type I error Type II error

Baseline 173 (0%) 50,355 (0%) 92.54% (7) 16.4% (6) 3.66% (8)
AR 25 (85%) 50,355 (0%) 92.65% (6) 16.73% (7) 3.24% (7)
PCA 102 (40%) 50,355 (0%) 92.25% (8) 18.26% (8) 3.19% (6)
SOM 170 (0%) 19,080 (62%) 98.61% (3) 2.49% (4) 1.11% (4)
ARþ SOM 25 (85%) 15,025 (70%) 98.55% (4) 1.77% (3) 1.04% (3)
PCAþ SOM 102 (40%) 17,991 (64%) 97.42% (5) 3.55% (5) 1.83% (5)
SOMþAR 22 (87%) 19,080 (62%) 98.97% (2) 1.61% (2) 0.32% (1)
SOMþPCA 57 (66%) 19,080 (62%) 98.99% (1) 1.42% (1) 0.47% (2)

Table V.
Reduction rations vs
prediction performances
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On the other hand, for the priority of performing dimensionality and data reduction the
results show that employing data reduction first and dimensionality reduction second is
the optimal way for churn prediction. Particularly, SOMþPCA performs best in terms of
prediction accuracy and the Type I error.

5. Conclusion
Feature selection (or dimensionality reduction) and data reduction are the two important
data preprocessing steps in the data mining process. The main goal of conducting each of
the two steps is to make a given data set more “clean” and/or “representative” by filtering
out irrelevant features and noisy data samples for obtaining good quality mining results.
This paper is the first attempt to assess the performance of performing feature selection
and data reduction steps by different priorities over the customer churn prediction
domain problem.

Regarding the experimental results, for average prediction accuracy performing
data reduction first by SOM and feature selection second by PCA can make the MLP
neural network model provide the highest prediction accuracy rate and the lowest
Type I error rate. In particular, on average this data preprocessing step transforms the
training data set (i.e. 90 percent of the original data set) from a 173 � 46,175 matrix
into 59 � 17,547, which allows a prediction model for more efficient learning.

Therefore, we can conclude that in customer churn prediction data preprocessing by
performing data reduction first and feature selection second can produce a “better”
data set to construct an optimal prediction model, where the training cost is largely
reduced if compared with the model trained by the original training data set without
data preprocessing.

It should be noted that although this paper considers three popular methods for
data preprocessing, there are other methods available in the literature. However,
from the practical standpoint, it is difficult to conduct a comprehensive study on all
existing data reduction and feature selection methods. In addition, currently it is hard
to define the most representative method in the churn prediction domain, and there is
not a comparative study based on these methods, which can be regarded as one of the
future research issues. In addition, other future work can focus on the development of
more sophisticated models by combining multiple classifiers, i.e. classifier ensembles
(Kittler et al., 1998; Tsai et al., 2011) and hybrid approaches (Lenar et al., 1998; Tsai and
Lu, 2009) to enhance the prediction performance. In particular, the classification
techniques to be combined, the number of combined classifiers, and the combination
methods should all be taken into account.

Note

1. www.fuqua-europe.duke.edu/centers/ccrm/index.html
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