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Abstract—This article addresses the problem of leader–
follower formation control of mobile robots using only
onboard monocular cameras that subjected to visibility
constraints. An adaptive image-based visual servoing
control strategy was proposed following the prescribed
performance control methodology. First, the leader–
follower visual kinematics in the image plane and an error
transformation with predefined performance specifications
are presented. Then, an adaptive control law with online
estimating the inverse height between the optical center of
camera and the single feature point attached to leader is
designed to ensure the global stability of the closed-loop
system. Finally, the applicability and performance of the
proposed control scheme are demonstrated by the numeri-
cal simulations and hardware experiments. Compared with
other formation control schemes, our solution relies only
on onboard visual sensors without communication, since
it does not need the relative angle/distance between the
robots, or the velocity of the leader. Moreover, it guarantees
the prescribed transient and the steady-state performance
besides the visibility constraints.

Index Terms—Formation control, mobile robots, pre-
scribed performance, visibility constraints, visual servoing.

I. INTRODUCTION

FORMATION control of multiple mobile robots has been
a significant research area in the control and robotics

communities thanks to their possible applications in exploration
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[1], surveillance [2], mapping [3], and transportation [4]. The
problem of formation control has been extensively studied, and
the formation control strategies mainly fall into four categories:
leader–following [5]–[10], behavioral-based [11], [12], virtual
structure approaches [13]–[15], and receding horizon control (or
model predictive control) [16]–[20]. Each of these approaches
has its own advantages and disadvantages, and here we do not
intend to provide a completed review on the formation control
problem. The reader who is interested in this area is referred to
the survey paper [21] for more detailed discussions.

The leader–follower approach is of our particularly interest
due to its implementation simplicity and application scalability.
However, most of the previous work in leader–follower forma-
tion control assume that the global position information of each
robot is known and the communication among robots is avail-
able. The formation control problem becomes more challeng-
ing in GPS-denied and communication-degraded environments.
Thus, many solutions have been proposed to expand the appli-
cation scope and improve the autonomy of robot formations.
Compared to other traditional sensors (such as sonar and laser
range finder, and LIDAR), the visual cameras can provide richer
information at lower cost, making them a very popular option for
formation control using only available relative onboard sensing
[22].

The various vision-based leader–follower formation control
methods can be summarized into two types: position-based
visual servoing (PBVS) [23]–[30] and image-based visual servo-
ing (IBVS) [31]–[34]. In the PBVS method, the onboard visual
information is used to reconstruct the relative pose between the
leader and the followers. The first PBVS approach was proposed
in [23], where the controllers were derived from input–output
linearization, and the estimators for the relative pose and velocity
of the leader were provided by an extended Kalman filter (EKF)
based on the measurements from a omnidirectional camera. A
Kalman filter was employed in [24] for estimating the position
and velocity of leader using vision-based measurements. In
[25], the state of the leader–follower system was estimated
via the EKF, and the desired formation was stabilized by an
estimated state feedback control law. In [26], a method for
estimating the relative distance between leader and followers by
a reduced-order nonlinear observer was introduced. A geometric
pose reconstruction method and a nonlinear velocity estimation
strategy were proposed to estimate the relative pose and relative
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speed between robots in [27]. In [28], a controller that does not
need to measure the leader’s velocity was proposed based on
the relative pose reconstructed from the homography relations
and a known fiducial geometry. A method for estimating the
relative distance based on the height information of the robot and
the cylinder was proposed in [29], and the cohesive movement
of the autonomous formation was realized by decentralized
control laws. A leader and follower relative position observer
was developed in [30] by integrating feedback from monocular
cameras, odometers, and AHRS sensors. Compared to PBVS,
the IBVS method achieves the tracking of the desired pose of
the leader by directly controlling the error of the current image
coordinates and the desired image coordinates. Therefore, the
IBVS method is more preferred for the formation control of
mobile robots because it is less sensitive to camera calibration
and object model errors. In [31], a nonlinear controller in the
image plane was presented for nonholonomic robots equipped
with central panoramic cameras. A new active vision-based for-
mation system using a pan-controlled camera without inter-robot
range estimation and communication was proposed in [32]. A
real-time observer was proposed in [33] to accommodate the
unknown internal and external parameters of the monocular
camera. In [34], an adaptive formation control law was de-
veloped in image space without leader’s position and velocity
measurements.

The main concern on the aforementioned studies is that omni-
directional (or pan-controlled) cameras are used. However, the
onboard cameras inherently have limited field of view, which
impose additional visibility constraints on the motion of the
system. The visibility constraints, therefore, should be taken
into account when designing the formation control algorithms.
In [35], the visibility constraints were characterized by a con-
vex and polyhedral set encoding both the position and angular
information, and then a solution was introduced based on the
conception of controlled invariance. By modeling the limited
sensing region as a cone of view, a vision-based formation
control strategy was proposed in [36], where the visibility
maintenance and formation were respectively guaranteed based
on set-theoretic methods and dipolar vector fields. In [37], the
visibility constraints also were modeled as a cone of view of
Kinect, and then were converted into input constraints. The
proposed formation controller therein was compensated by an
auxiliary design system to ensure formation keeping under visi-
bility maintenance. In [38], a decentralized control protocol was
proposed for vehicular platoons with cameras that have limited
range and angle of view. It should be noted that the visibility
constraints in the aforementioned studies all are imposed on
metrics in the configuration space (position and orientation in
[35], distance and bearing in [36]–[38]). Thus, they belong to
the PBVS solutions since pose reconstruction is still necessary
when addressing the visibility constraints.

In this article, we intend to solve the problem of vision-
based leader–follower formation control without violating the
visibility constraints exclusively in the image space. Using
the prescribed performance control technology [39]–[42], a
new IBVS formation control scheme is proposed to achieve
predefined performance specifications and satisfy the field of

view constraints. Note that the barrier Lyapunov function and
potential function-based methods can also handle state con-
straints. Generally, they mainly prevent the constrained states
from the bounds, and thus, stay within the interior of a feasible
or safe area. Compared with the barrier or potential function-
based methods, the prescribed performance control methods
can regulate the control error to a predefined residual set that is
bounded by an absolutely decaying function of time. As a result,
the prescribed performance-based controller not only ensures
the visibility constraints, but also guarantees transient and the
steady-state performance. Specifically, the proposed controller
consists of a simple visual feedback control law and an online
parameter adaptive law. The feedback control law relies only
on the image errors, and the adaptive law aims to estimate the
relative height between the optical center of camera onboard
the follower and the single feature point attached to leader.
Using the Lyapunov stability analysis, global stability and, thus,
the prescribed performance of the formation error system can
be guaranteed. Compared with other vision-based formation
control schemes, the main contributions of this article can be
summarized as follows.

1) Our solution requires minimal sensing capabilities, since
it relies only on one monocular camera onboard the
follower and one feature point attached to the leader. In
contrast, omnidirectional cameras were adopted in [31],
and active pan-controlled cameras were used in [32].

2) The proposed controller is of considerably low computa-
tional complexity. It involves very few and simple calcu-
lations, and does not need to estimate the relative position,
the relative angle between the leader and the follower, or
the velocity of the leader. While in [33], a relatively com-
plex and dynamic controller along with an image-based
filter and a nonlinear observer were proposed. In [34], the
velocity of the leader has to be estimated online, and the
relative angle was computed using the homography-based
technique.

3) Compared with solutions in [35]–[38], the visibility con-
straints are addressed directly in the image space. By
selecting performance functions appropriately, the pro-
posed strategy ensures that the image coordinate errors
converge under the specified transient and steady-state
performance indicators without violating the visibility
constraints.

The remainder of this article is organized as follows. Section
II presents the system modeling and the problem statement. In
Section III, the control design and the corresponding stability
analysis are given. Simulation and experimental results for
illustrating the effectiveness of the proposed control approach
are provided in Section IV. Section V concludes this article. A
flowchart shown in Fig. 1 gives the global view of the proposed
methodology.

II. PROBLEM FORMULATION

A. Leader–Follower Kinematics

The basic leader–follower setup considered here is shown in
Fig. 2. It contains a leader robot Rl and a follower Rf moving
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Fig. 1. Diagram of the proposed control scheme.

Fig. 2. Leader–follower setup in configuration space.

on a plane. When the mobile robots satisfy the “pure rolling and
nonslipping” nonholonomic constraints, the kinematics of each
robot can be described by

ẋi = vi cos θi

ẏi = vi sin θi

θ̇i = ωi

(1)

where i ∈ {l, f}, ri = [xi, yi]
T and θi are, respectively, the

position and orientation of robot Ri with respect to the world
reference system F0; and vi and ωi are the linear velocity and
angular velocity of robot Ri in the body-fixed frame Fi.

Define the position rlf = [xlf , ylf ]
T of the leader with respect

to the follower frame as:

rlf = R(θf )(rl − rf ) (2)

where R(θf ) is a rotation matrix defined by

R(θf ) =

[
cos θf sin θf

− sin θf cos θf

]
.

Taking the time derivative of rlf , one get

ṙlf =

[
0 ω

−ω 0

]
rlf +

[
cos θlf

sin θlf

]
vl −

[
1

0

]
vf (3)

where θlf = θl − θf is the relative angle between Rl and Rf

that satisfies

θ̇lf = ωl − ωf . (4)

Fig. 3. Camera setup for the leader–follower system.

Combining (3) and (4), the leader–follower kinematics in con-
figuration space is obtained as follows:

ẋlf = ωfylf + vl cos θlf − vf

ẏlf = −ωfxlf + vl sin θlf

θ̇lf = ωl − ωf .

(5)

B. Camera Model and Visibility Constraints

Here, a camera is utilized in the leader–following system to
obtain the information required to coordinate their motion. As
shown in Fig. 3, we assume that a monocular camera is mounted
onboard the follower robot with the optical axis is aligned with
the x-axis of frame Ff . Using the common pinhole camera
model, the relationship between a 3-D point with coordinate
P = [X,Y, Z]T in the camera frame, and its corresponding 2-D
point in the image plane with coordinate u = [m,n]T is given
by

m = αm
X

Z
+m0, n = αn

Y

Z
+ n0 (6)

where αm > 0 and αn > 0 are, respectively, the scaling factors
in the horizontal and vertical directions, (m0, n0) denote the
image coordinate of the cameras principal point.

Since the onboard camera has limited capabilities, the feature
point is visible to it only when the feature point stays within
its field of view. The image coordinates of the feature point are
subjected to the following visibility constraints:

mmin ≤ m ≤ mmax, nmin ≤ n ≤ nmax (7)

where mmin, nmin and mmax, nmax denote the minimum and
maximum values of the image coordinates m,n, respectively.

To facilitate the following control development, we define the
normalized coordinates s = [p, q]T as

p =
X

Z
=

m−m0

αm
, q =

Y

Z
=

n− n0

αn
(8)
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and the corresponding constraints imposed on the normalized
coordinates are

pmin ≤ p ≤ pmax, qmin ≤ q ≤ qmax (9)

where pmin, pmax and qmin, qmax can be obtained as

pmin =
mmin −m0

αm
, pmax =

mmax −m0

αm

qmin =
nmin − n0

αn
, qmax =

nmax − n0

αn
.

C. Problem Statement

This article intends to propose a visual feedback controller
for the leader–following system using only information from
onboard camera images. Specifically, given a desired constant
visual feature vector s∗ = [p∗, q∗]T , the goal is to design a con-
troller for the follower robot so that the visual feature converges
to a predefined and arbitrarily small neighborhood of s∗ without
violating the visibility constraints.

The following assumptions are necessary to design the for-
mation controller.

Assumption 1: The velocity of leader cannot be measured, but
it is bounded.

Assumption 2: The feature pointP is initially within the field-
of-view of camera.

III. IBVS CONTROL DESIGN

A. Visual Kinematics

In this section, the relative kinematics between the leader
and the follower in the image space is derived. The kinematic
system model (5) in configuration space is incorporated with
the camera measurement model. Suppose that the optical center
of the camera lies on the z-axis of the follower frame, and the
feature point lies on the z-axis of the leader frame. Thus, the
position of the feature point with respect to the camera frame
can be obtained as

[X,Y, Z]T = [−ylf , h, xlf ]
T (10)

where the constant h is the relative height between the optical
center of the camera and the feature point. Using (5), then the
kinematics of the feature point in the camera frame is given by

Ẋ = ωfZ − vl sin θlf

Ẏ = 0

Ż = −ωfX + vl cos θlf − vf .

(11)

Taking the time derivative of (8) yields

ṗ =
Ẋ

Z
− p

Ż

Z
, q̇ =

Ẏ

Z
− q

Ż

Z
. (12)

After substituting (11) into (12), and using the fact that

Z = h/q (13)

then the open-loop visual kinematics in terms of the linear and
angular velocities in the normalized image space is given by[

ṗ

q̇

]
=

⎡⎣ 1
hpq 1 + p2

1
hq

2 pq

⎤⎦[
vf

ωf

]

+
1

h

[
−q sin θlf − pq cos θlf

−q2 cos θlf

]
vl.

(14)

Generally, the relative height parameter h is unknown. To
make the problem solvable, it is reasonable to assume the
following.

Assumption 3: The parameter h �= 0, the sign of h is known,
and there exists positive constants h > 0, h > 0, such that h ≤
|h| ≤ h.

B. Prescribed Performance Control

Based on the visual kinematics developed in the previous
section, the prescribed performance control technique is utilized
here to achieve predefined dynamic and steady-state response
for image coordinate errors, as well as satisfy the visibility
constraints.

First define the image error e = [e1, e2]
T with

e1 = p− p∗, e2 = q − q∗. (15)

A controller achieves the prescribed performance when the
image errors e1 and e2 converge to a predefined residual set that
is bounded by absolutely decaying function of time. Typically,
the prescribed performance can be mathematically expressed by
the following inequalities:

−Ckρk(t) < ek < Ckρk(t) (16)

where k = {1, 2}, Ck and Ck are positive parameters, and the
performance function ρk(t) is defined by

ρk(t) =

(
1− ρ∞

max{Ck, Ck}

)
e−lt +

ρ∞
max{Ck, Ck}

(17)

where the constant l > 0 denotes the convergence rate of the
tracking error, and ρ∞ > 0 represents the steady-state perfor-
mance specification, which can be set small enough to meet per-
formance requirements. To ensure the field of view constraints,
we select

C1 = p∗ − pmin, C1 = pmax − p∗ (18)

C2 = q∗ − qmin, C2 = qmax − q∗. (19)

Because 0 < ρk(t) < 1 for all t > 0, under Assumption 2, one
can obtain pmin < p(t) < pmax, qmin < q(t) < qmax for all t >
0, which implies the visibility constraints can be always satisfied.

To achieve formation control with prescribed performance
(16), an error transformation first is introduced. The transfor-
mation function T (εk) is defined such that

ek = T (εk)ρk(t) (20)
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where function T (εk) is strictly increasing and satisfies the
following requirements:⎧⎪⎪⎪⎨⎪⎪⎪⎩

−Ck < T (εk) < Ck

lim
εk→+∞T (εk) = Ck

lim
εk→−∞T (εk) = −Ck

.

According to the abovementioned requirements, the error trans-
formation function T (εk) can be chosen as

T (εk) =
eεkCk − Ck

eεk + 1
. (21)

Since T (εk) is strictly increasing, its inverse function always
exists. If we denote ξk = ek/ρk, then the inverse function can
be described by

εk = ln

(
ξk + Ck

Ck − ξk

)
. (22)

In what follows, the system model on the unconstrained error
is considered. First, we rewrite (14) in a more compact form

ė = G[λvf , ωf ]
T + λfvl (23)

where λ = 1/h, and the matrix G and vector f are given by

G =

[
pq 1 + p2

q2 pq

]
, f =

[
−q sin θlf − pq cos θlf

−q2 cos θlf

]
.

Then, the time derivative of transformed error gives

ε̇ = J
(
G[λvf , ωf ]

T + λfvl + δ
)

(24)

where J = diag(J1, J2) and δ = [δ1, δ2]
T are defined as

Jk =
∂εk
∂ek

=
Ck − Ck

(ξk + Ck)(Ck − ξk)ρk

δk =
∂εk
∂t

= −ρ̇kξk.

Now we are ready to design the control law for system (24)
with unknown parameter λ. Denote λ̂ as the estimation of λ, and
consider the adaptive control law as follows:

[vf , ωf ]
T = [v̄f/λ̂, ω̄f ]

T (25)

[v̄f , ω̄f ]
T = −G−1

[
(J−1K1 +K2J

T )ε
]

(26)

where K1 and K2 are positive definite matrices, and λ̂ is online
tuned by the following adaptive law:

˙̂
λ =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
γεTJgvf if 1/h < sgn(h)λ̂ < 1/h

or sgn(h)λ̂ = 1/h & sgn(h)εTJgvf ≥ 0

or sgn(h)λ̂ = 1/h & sgn(h)εTJgvf ≤ 0

0 otherwise
(27)

where γ > 0 is a positive gain, and the vector g = [pq, q2]T .
Assume that the initial condition λ̂(0) satisfies 1/h ≤
sgn(h)λ̂(0) ≤ 1/h.

C. Stability Analysis

Under the proposed adaptive control law, the corresponding
stability results on system (24) can be stated in the following
claim.

Theorem 1: Consider system (14) with the adaptive control
law presented by equations (25)–(27), then the error system (24)
is stable, all the closed-loop signals are uniformly ultimately
bounded, and the prescribed performance (16) is guaranteed.

Proof: Substituting (25) and (26) into (24), then the error
system becomes

ε̇ = JG[v̄f , ω̄f ]
T + JG[̃λvf , 0]

T + J(λfvl + δ)

= −K1ε− JK2J
T ε+ λ̃Jgvf + J(λfvl + δ) (28)

where λ̃ = λ − λ̂. Consider the following Lyapunov candidate

V =
1

2
εT ε+

1

2γ
λ̃2 (29)

then the time derivative of V is

V̇ = − εTK1ε− εTJK2J
T ε+ εTJ(λfvl + δ)

+ (γεTJgvf − ˙̂
λ)λ̃/γ. (30)

Under the adaptive law (27), it can be easily proved
that 1/h ≤ sgn(h)λ̂(t) ≤ 1/h always holds provided that
1/h ≤ sgn(h)λ̂(0) ≤ 1/h. Furthermore, if sgn(h)λ̂ = 1/h and

sgn(h)εTJgvf < 0, then (γεTJgvf − ˙̂
λ)λ̃ = γεTJgvf λ̃ =

γεTJgvf (1/h− λ̂) = sgn(h)γεTJgvf (1/|h| − 1/h) ≤ 0. If
sgn(h)λ̂ = 1/h and sgn(h)εTJgvf > 0, then (γεTJgvf

− ˙̂
λ)λ̃ = γεTJgvf λ̃ = γεTJgvf (1/h− λ̂) = sgn(h)γεT

Jgvf (1/|h| − 1/h) ≤ 0. Otherwise, (γεTJgvf − ˙̂
λ)λ̃ = 0.

Thus, (30) gives

V̇ ≤ −εTK1ε− εTJK2J
T ε+ εTJ(λfvl + δ). (31)

Using the Young’s inequality, one get

εTJ(λfvl + δ) ≤ σ‖JT ε‖2 + 1

4σ
‖λfvl + δ‖2 (32)

where constant σ > 0. Because δk = −ρ̇kξk = −ρ̇kT (εk),
T (εk), and ρ̇k are bounded, ‖δ‖ is bounded. Since |p| = |e1 +
p∗| ≤ |T (ε1)ρ1(t)|+ |p∗| ≤ |T (ε1)|+ |p∗|, and |q| = |e2 +
q∗| ≤ |T (ε2)ρ2(t)|+ |q∗| ≤ |T (ε2)|+ |q∗|, it can be concluded
that p and q, and hence, ||g|| are bounded. Thus, there exists a
constant Δ > 0 such that

‖λfvl + δ‖ ≤ |λvl|‖f‖+ ‖δ‖ ≤ Δ (33)

which implies that

V̇ ≤ −εTK1ε− εTJK2J
T ε+ σ‖JT ε‖2 + Δ2

4σ

≤ −εTK1ε− (λmin(K2)− σ)‖JT ε‖2 + Δ2

4σ
(34)

where λmin(K2) > 0 is the minimum eigenvalue of matrix K2.
We assume that K2 and σ are chosen such that λmin(K2) ≥ σ,
then (34) can be rewritten as

V̇ ≤ −cV + b (35)
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Fig. 4. Leader–follower formation topology in the simulation: Robot R1

is the group leader, robots R2 and R3 are the followers of robot R1, while
robots R4 and R5 are, respectively, the followers of robots R2 and R3.

where c = 2λmin(K1) > 0, and b = Δ2/4σ +

λmin(K1)(h− h)2/(γh
2
h2). Using the Lyapunov stability

theory, it can be concluded that the closed-loop system
is stable, and all the signals are uniformly ultimately
bounded. Since ε is bounded, and using the properties
of function T (ε), one get −Ck < T (εk) < Ck. Hence
−Ckρk(t) < ek(t) < Ck(t)ρk(t), which implies the prescribed
error performance (16) and consequently the visibility
constraints can be guaranteed. �

IV. SIMULATION AND EXPERIMENTAL RESULTS

A. Simulation Results

This section presents some simulations to verify the valid-
ity and performance of the proposed leader–follower forma-
tion control scheme. By default, the values of variables are
in SI units. In the simulation, we consider a group of five
nonholonomic mobile robots R1 −R5, whose leader–follower
interactive topology is shown in Fig. 4. The relative heights
between the camera onboard Ri and the feature point on
Rj , respectively, are assumed to be h12 = h13 = −0.27, h24 =
h35 = 0.27 (or λ12 = λ13 = −3.7, λ24 = λ35 = 3.7). The de-
signed control algorithm is simulated with unknown rela-
tive heights, but they are assumed to be bounded within the
range [0.05, 1]. The intrinsic parameters of camera are: m0 =
320 pixels, n0 = 240 pixels, αm = αn = 616 pixels. The
desired formation is specified by relative positions between
leader–follower pairs. The desired relative position vectors for
R1 −R2, R2 −R4, R1 −R3, R3 −R5 are, respectively, set
as rd12 = rd24 = [0.8,−0.2]T , rd13 = rd35 = [0.8, 0.2]T , and the
corresponding desired normalized coordinates for each follower
robot are (p∗2, q

∗
2) = (0.25,−0.34), (p∗3, q

∗
3) = (−0.25,−0.34),

(p∗4, q
∗
4) = (0.25, 0.34), (p∗5, q

∗
5) = (−0.25, 0.34). The linear

and angular velocities of the group leader robot R1 are
vl = 1 and ωl = 0. The controller gain are chosen as K1i =
diag(0.05, 0.08) and K2i = diag(0.005, 0.002), and the ob-
server gains are given by γi = 0.5, where i ∈ {2, 3, 4, 5}. In
the performance function, the maximum allowable steady-state
error is set to ρ∞ = 0.0081 (5 pixels), and the convergence rate
is l = 2.

The simulation results corresponding to the proposed con-
troller (25)–(27) are presented in Fig. 5. Fig. 5(a) shows the
formation group trajectory in the plane, where the desired

V -formation is achieved at about t = 2 s. From Fig. 5(b), it
can be seen that the formation errors of all followers quickly
approaching to zero. As shown in Fig. 5(c), though very coarse
initial values are used, all estimations can be guaranteed to
remain bounded. As shown in Fig. 5(d) and (e), all the nor-
malized image feature errors not only converge quickly but
also retain within the predefined performance bounds; thus,
the camera field of view constraints are always met. Under
the proposed control algorithm, the normalized feature errors
achieve the satisfying steady-state performance with about 0.005
(3 pixels). The simulation results show the validity and good per-
formance of our formation control algorithm with field of view
constraints.

B. Experimental Results

In addition to the simulation study, we further test the pro-
posed control method in a real-world experiment on the mo-
bile robots developed in our Robotic Laboratory. As shown in
Fig. 6, the entire experimental platform includes an OptiTrack
system, the leader robot with a orange ball acting as feature
point, and the follower robot with monocular camera. The Op-
tiTrack motion capture system is utilized to obtain the ground
truth information about the 2-D positions of the mobile robots
with respect to a global coordinate frame. The ground station
computer communicates with the OptiTrack motion capture
system via WIFI to record the data obtained by the OptiTrack
and illustrate the trajectories of the whole formation. The Intel
Realsense D435 as a monocular camera is used to get only its
RGB image, and the camera parameters are the same with that
in simulation. The follower robot Rf detects the ball on the
leader Rl by the classical hough circle detection algorithm.
The image processing algorithm, and the adaptive formation
control law are directly implemented on the Intel NUC mini
PC onboard the follower robot Rf . The feedback control loop
runs at a frequency of about 50 Hz. The proposed algorithm is
implemented in the robot operating system kinetic, running on
Ubuntu 16.04. In the experiments, the controller gains are chosen
as K1 = diag(0.008, 0.003) and K2 = diag(0.023, 0.010), and
the observer gain is given by γ = 0.5. Consider the following
two cases.

Case 1: Follower Rf follows a static leader Rl.
Case 2: Follower Rf follows Rl with circular motion.
In the first case, the desired normalized coordinates (p∗, q∗) =

(0.0,−0.3) for specifying the formation pattern is obtained
when rlf = [0.9, 0.0]T. In addition, the maximum allowable
steady-state error is set to ρ∞ = 0.0162 (10 pixels), and the
decrement rate is set as l = 0.3 to perform the exponential
convergence determined by e−0.3t. Under this setting, the cor-
responding experimental results are given in Fig. 7. Fig. 7(a)
illustrates the trajectories of the leader–follower robots recorded
by the OptiTrack system, where the pentagon denotes the desired
or the target position for the follower robot. Fig. 7(b) shows the
input linear and angular velocities of follower robot according
to the proposed controller. Fig. 7(c) and (d) shows the feature
coordinate errors and the corresponding imposed performance
bounds. It can be seen that the formation errors converge with
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Fig. 5. Simulation results for the proposed controller. (a) Trajectories for whole formation process, where snapshots of robot positions are provided
at every two seconds. (b) Formation error Δrij = ||rij − rdij ||, where rij and rdij are, respectively, the actual and desired relative positions between
leader robot Ri and follower robot Rj . (c) Estimation of the parameter λij = 1/hij , where hij is the relative hight between the camera onboard
the robot Ri and feature point attached to the follower Rj . (d)–(k) Evolution of the normalized image coordinate errors (blue) along with the
corresponding applied performance bounds (red), where epi and eqi denote, respectively, the first and the second coordinate errors of each follower
robot i.

Fig. 6. Experimental setup for the vision-based leader–follower formation system.

satisfactory accuracy range about 0.0129 (8 pixels). The results
show the good stability and performance of the control scheme
for formation stabilization.

In the second case, the linear and angular velocities of the
leader robot, respectively, are given as vf = 0.2 and wf =
0.1. Similarly, the desired normalized coordinates (p∗, q∗) =

(−0.3,−0.3) for specifying the formation pattern is obtained
when rlf = [0.9, 0.27]T. The parameters of the performance
function are set as ρ∞ = 0.02435 (15 pixels), l = 0.1. All the
other parameters are chosen as the same with that in Case 1.
The experimental results for the second case are given in Fig. 8.
Fig. 8(a) shows the trajectories of the leader–follower robots,
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Fig. 7. Experimental results for the first case. (a) Trajectories for whole formation process, where the solid line illustrates the trajectory of the
follower, the star marks the desired position for the follower, and the triangle represents the fixed position of the leader. (b) Linear and angular
velocities of follower robot. (c) and (d) Evolution of the first and the second coordinate errors in normalized image plane (blue) along with the
corresponding applied performance bounds (red).

Fig. 8. Experimental results for the second case. (a) Trajectories for whole formation process, where snapshots of robot positions are provided
at every ten seconds, and the leader and the follower are linked by dotted black line. (b) Linear and angular velocities of follower robot. (c) and (d)
Evolution of the first and the second coordinate errors in normalized image plane (blue) along with the corresponding applied performance bounds
(red).

where the circle and the square marks indicate, respectively, the
position of the leader and the follower at the same moment. The
linear and angular velocities of the follower with the proposed
controller are depicted in Fig. 8(b). From Fig. 8(c) and (d), it
can be observed that the feature errors are always guaranteed
within the predefined performance bounds, and they converge
to a predefined performance range about 0.023 (14 pixels). The
results indicate that the proposed control algorithm still has
a good performance in the case of formation tracking with a
moving leader.

V. CONCLUSION

An adaptive visual feedback controller based on the pre-
scribed performance control methodology was proposed to han-
dle the visibility constraints inherently in the vision-based for-
mation control problem. Different from most solutions that use
distance and angle to maintain visibility, the proposed controller
set performance specifications directly on normalized image
coordinates to ensure visibility constraints, dynamic, and the
steady-state performance. The developed control scheme was
simple and effective, since it required less information, it does
not need to measure or estimate the relative pose or velocity
between robots. It can be implemented in the absence of GPS
and WIFI signals, which greatly expands the applicability of our

solution. In this article, we not only proved the global stability
of the proposed algorithm with Lyapunov tools, but also verified
its effectiveness by simulation and experiments. Future work is
to extend the proposed strategy for robot formations in more
complex real-world environments. Some practical issues, such
as collision and obstacle avoidance need to be addressed in
further studies. It is also interesting to investigate the cases where
the observed features are occludes and the feature images are
temporarily lost.
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