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ABSTRACT
Cyber Physical Systems (CPS) such as power plants, water desalination utilities are just a few exam-
ples of systems that may come under stealth attacks. These attacks can threaten the proper oper-
ations of such systems without any indication. This problem necessitates the design of a control
system that is able to work under such attacks. In this paper, an improved observer-based stabil-
ising controller is proposed for CPS including random measurements and actuation delays and it
is coming under distributed denial of service (DDoS) and deception attacks. The occurrences of
DDoS and deception attacks are modelled as Bernoulli distributed white sequences with variable
conditional probabilities. The criterion is presented in terms of linear matrix inequalities. Detailed
simulation experiments on representative systems are shown to prove the applicability of the
proposed methodology.
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1. Introduction

Cyber Physical Systems (CPS) are the integration of
communication, computation and control for achiev-
ing the desired performance of physical systems. With
its wide range of applications such as sustainable
and blackout-free electricity generation and distribu-
tion, CPS attract the interest of researchers (Rajkumar
et al., 2010). Other applications for CPS include clean
and energy-aware buildings and cities, smart, medi-
cal and healthcare systems, transportation networks,
chemical process control, smart grids, water/gas distri-
bution networks, emergency management, etc. (Kim
& Kumar, 2013).

CPS provide flexibility, reachability and profitabil-
ity, yet, they become vulnerable to cyber attacks. Secu-
rity issues increase the challenges of controlling CPS
due to the fact these attacks are stealth and can affect
the system behaviour without providing any notifica-
tion about failure. These attacks can lead to a disrup-
tion to the physical system such as the coordination
packets disarrangement in medium access control lay-
ers could be a result of injecting some malware by an
adversary. Moreover, in order to destroy the normal
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operation, an attacker can illegally obtain access to
the supervision centres while obtaining the encryp-
tion key. That means the system dynamics can be dis-
turbed arbitrarily by the attacker, and when there is a
lack of security protection either in hardware or soft-
ware strategies he has the capability of inducing any
perturbation (Ding et al., 2018).

The communication among the items of con-
trol systems, i.e. sensors, actuators and controllers,
occurred through a common network medium. This
network needs to be secured to prohibit vulnerabil-
ity of attacking by adversaries during data transmis-
sion. These attacks could lead the system to instability
or drive the plant to undesired operations as men-
tioned before. Thus considering of security issues is
very important in designing of controllers for such a
system.

From a control security viewpoint, Cyber attacks
can be classified into twomain types: (1) Denial of ser-
vice (DoS) attacks, which are strategies used for occu-
pying the communication resources in order to pro-
hibit transmitting the measurement or control signals.
(2) Deception attack, also called false data injection
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(FDI) attacks, is defined as the modification of the
data integrity for the transmitted packets among some
cyber parts in the CPS.

The control of CPS under cyber attacks is one of the
urgent and major issues in control engineering and it
attracts a lot of research. Most of the existing works
in the literature consider only one kind of the attacks
such as Dolk et al. (2015), Dolk et al. (2017), Foroush
and Martínez (2012), De Persis and Tesi (2014b), De
Persis and Tesi (2014a), Yang et al. (2018) for the DoS
attacks. And Amin et al. (2013), Ma et al. (2016),
Huang and Dong (2017), Bai et al. (2017), Ding
et al. (2017), Yuan and Xia (2017) for the decep-
tion attacks. Recently, Zhang et al. (2019) proposed
a resilient state feedback controllers for a class of
networked control systems affected by DoS attack,
the closed-loop system is described as an aperiodic
sampled-data system closely related to the bounds of
duration time of the DoS attacks and a linear matrix
inequality (LMI) based criterion is proposed to achieve
the stability of the system. Ge et al. (2019) presented
a two-stage distributed detection mechanism to alert
the occurrence of distributed deception attack for
a discrete time-varying system monitored by a sen-
sor network. The security control problem in net-
worked control systems (NCS)was discussed byZhang
et al. (2020), and further discussion onDoS (data avail-
able attacks) and data integrity attacks which include
the deception attack was presented.

Some of the literature have considered two types of
attacks, both of randomly occurred DoS and decep-
tion attacks were considered in designing an event-
based security control system (Ding et al., 2016). In
Yuan et al. (2017), the optimal control problem has
been investigated for a class of networked control sys-
tems (NCSs) subject to DoS, deception and physical
attacks using a delta operator approach and by apply-
ing ε-Nash equilibrium. A resilient linear quadratic
Gaussian control strategy for NCSs affected by zero
dynamic attacks was designed (Rhouma et al., 2018).
Dynamic programming was applied for the con-
trol strategy and a power transmission strategy was
designed using value iteration methods for a class of
CPS subject to DoS attack (Yuan & Xia, 2018).

In comparison with single attack, considering two
kinds of attack, i.e. DDoS attacks and deception
attacks, is more practical since we do not know what
the attacker decide to use in his attack. Technically,
considering these two kinds of attacks require more

discussion on the possible effects of each kind on the
nominal system. In this paper, the effect of DDoS
attacks is considered as variable delays in signal trans-
mission among the CPS components. On the other
hand, the effect of deception attacks is considered as
modifying in the original signal as will be explained
in Section 3. Considering these effects with several
properties leads to complicate the problem under dis-
cussion and this we have succeed to solve in this paper.
It is worth to note that all published works in the liter-
ature have assumed the attack to be random variable
with a constant conditional probability, which does
not fully represent practical situations. In our novel
model, the attack is formulated anddesignedwith vari-
able conditional probabilities as will be described in
Section 2.

It is worth to differentiate between faults and decep-
tion attacks. Faults are unintentional failures happen
in a cyber physical system such as damaged pipe,
faulty sensor and so on. On the other hand, decep-
tion attack is an intentional and planned modification
to the cyber physical system data though compro-
mising the CPS security. The differentiation between
faults and deception or DoS attacks is not an easy
task. The author in Yaseen and Bayart (2016) had pro-
posed a methodology to distinguish faults and attacks
despite.

Recently, Su et al. (2019) proposed an observer-
based fault detection for switched system with all
modes unstable. The average dwell time method and
discretised Lyapunov function were implemented to
obtain a switching signal and then exponential stability
and H∞ performance was achieved by solving linear
matrix inequalities (LMIs). The existence of multi-
ple time-varying delay and unknown nonlinear input
fault was considered in designing a consensus observer
based controller for multiagent systems (MAS) by Fat-
tahi and Afshar (2019).

The most dangerous type of DoS attacks is the dis-
tributedDoS (DDoS) also called coordinated attack, in
which a large number of compromised machines are
used to perform the DoS attack (Hoque et al., 2017).
Moreover, DDoS is frequently occurred due to the sim-
plicity of creating it, low cost and its high impact on
systems including the ability of completely disconnect-
ing an organisation or causing a full collapse of theCPS
(Ali et al., 2018; Semerci et al., 2018). It was shown
that this attack could cause instability of power grids
(Srikantha & Kundur, 2015) and produce long delay
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Figure 1. Diagramsof anexample autonomousunderwater vehi-
cle CPS.

jitter on networked control systems (NCS) (Beitollahi
& Deconinck, 2011).

Figure 1 shows a diagram of an example of CPS
which consist of a plant (an autonomous underwater
vehicle (AUV)), an observer-based controller, and a
network. The plant (AUV) can include one or more
actuators and/or sensors. The network can include a
wired or wireless network such as a local area network
(LAN), a wide area network (WAN), Wi-Fi, ethernet,
cellular, the Internet or other suitable network. Actu-
ators can include linear actuators, rotary actuators,
electronically controlled valves, relays, etc. Sensors can
include sensors generating one or more signals based
on a measured location, speed, spatial orientation,
temperature, pressure, actuator state, pH, weight, flow
rate or other attribute. The observer-based controller
can include a programmable logic controller or other
suitable device. An autonomous underwater vehicle
(AUV) will be described in detail and implemented as
an example application to illustrate the effectiveness of
our proposed method.

These critical consequences of DDoS motivate this
work. We build up this novel model and formulate
a novel problem observer-based controller of dis-
crete time CPS affected by stochastic DDoS and cyber
attacks in both forward (plant to controller) and back-
ward (controller to actuator) signals. Following the
summary of the main contributions of our work over
previous literature:

(1) In our novel model, we work consider the co-
existence of two types of cyber attacks: DDoS and
deception attacks, in designing a secure observer-
based stabilising controller for discrete-time CPS.
Such scenario is realistic and has serious impact
on cyber physical systems.

(2) In this novel design, we have tackled all possible
scenarios of cyber attacks where both measure-
ments and actuators signals are affected; meaning
that in one hand, systems’ sensors or transmit-
ted signals have been modified by the attacker,
delayed or both. On the other hand, the actua-
tors’ signals are also compromised by the attacks
by altering its value, delaying, or both.

(3) The occurrences of DDoS and deception attacks
are modelled as Bernoulli distributed white
sequences with variable conditional probabili-
ties. Such model resembles well a DDoS attack
that employs several strategies initiated from sev-
eral adversaries (Ali et al., 2018). This makes
the proposed controller more suitable to prac-
tical applications. As far as the authors’ knowl-
edge, this is the first work, which considers ran-
dom conditional probabilities, while other exist-
ing works considered constant conditional proba-
bilities (see, e.g. Ding et al., 2016).

(4) A new controller is developed and analysedmath-
ematically under the above conditions.

(5) The new controller is evaluated through an illus-
trative Autonomous underwater vehicle numer-
ical example considering several scenarios of
attacks to show the effectiveness of the proposed
method.

The remaining of this paper is organised as fol-
lows. The problem of secure control of stochastic sys-
tem subject to distributed DoS (DDoS) and deception
attacks is formulated in Section 2. In Section 3, the the-
ories to solve this problem is presented. An illustrative
example is explained in Section 4 to show the effective-
ness of the theorem. Finally, Section 5 concludes this
work with our findings and future work.

2. Problem formulation and preliminaries

Industrial cyber physical systems (CPS) composed
of plant, observer-based controller, and communi-
cation network is considered in this paper. Typi-
cal examples of such systems are SCADA systems,
quadratic tank system and autonomous underwater
vehicle (AUV), see e.g. Amin et al. (2013), Srikantha
and Kundur (2015) and Ding et al. (2018). A system
block diagram is shown in Figure 2. Nowadays, due
to weak points between software and hardware com-
ponents, CPS could be affected by several kinds of
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Figure 2. Attacks on cyber physical systems (CPS).

cyber attacks. In our novel model, we consider the
occurrences of bothDDoS and deception attacks in the
forward communication (plant to observer) or back-
ward communication (observer to plant) which are
represented by (A1) and (A2) respectively in Figure 2.

The discrete-time linear time-invariant model of
the plant is

x(k + 1) = Ax(k)+ Bup(k), yp(k) = Cx(k), (1)

where x(k) ∈ �n is the plant’s state vector and up(k) ∈
�m is the control input, and yp(k) ∈ �p is the output
vector.A,B andC are knownmatrices of the plant with
appropriate dimensions. Themeasurement signal after
passing the network is described by

yc(k) = α(k)[yp(k)+ β(k)(−yp(k)+ ζy(k))]

+ (1 − α(k))yp(k − τ
f
k ), (2)

where τ fk stands for forward delaywith a Bernoulli dis-
tribution caused by DDoS attack in the forward path,
and α(k) and β(k) are Bernoulli distributed white
sequences exhibiting the occurrence of forward DDoS
and deception attacks, respectively, ζy(k) is the sig-
nal which affect the system in the forward deception
attack.

Remark 2.1: In deriving (2), we follow the work of
Ding et al. (2016) and Yuan et al. (2017) such that the
denial of service attack is assumed to cause a delay
in the signal, while the deception attack is assumed
to replace the original signal by external signal ϑ(k).
Also, assuming that the attacks’ signals are energy-
bounded is reasonable in engineering practice. So, it

is valid to assume that the deception attack is norm-
bounded (Yuan & Sun, 2015). Also, for the analysis
convenience, the external signals sent by the attackers
ϑ(k) could be rewritten as summation of two sig-
nals, i.e. ϑ(k) = (−yp(k)+ ζy(k)). Moreover, in this
paper, the occurrences of DDoS and deception attacks
are modelled as Bernoulli distributed white sequences
with variable conditional probabilities α(k) and β(k).

The observer-based controller below is imple-
mented while considering an attack occurs on the
forward path as shown in Figure 2:

Observer :

x̂(k + 1) = Ax̂(k)+ Buc(k)+ L(yc(k)− ŷc(k))

ŷc(k) = Cx̂(k) (3)

Controller :

uc(k) = Kx̂(k)

up(k) = γ (k)[uc(k)+ δ(k)(−uc(k)+ ζu(k))]

+ (1 − γ (k))uc(k − τ bk ) (4)

where x̂(k) ∈ �n is the estimate of the states (1),
ŷc(k) ∈ �p is the observer output, L ∈ �n×p is the
observer gain, K ∈ �m×n is the controller gain and τ bk
is the backward delay caused by the backward DDoS
attack.

The stochastic variables γ (k) and δ(k), mutually
independent of α(k) and β(k), are also a Bernoulli dis-
tributed white sequences exhibiting the occurrence of
DDoS and deception backward attacks, respectively,
ζu(k) is the signal which affect the system in the back-
ward deception attack.

Here, we are assuming τ bk and τ fk to be bounded
time-varying variables as follows:

τ−
f ≤ τ

f
k ≤ τ+

f , τ−
b ≤ τ bk ≤ τ+

b (5)

Figure 3 shows different types of attacks affecting
the system on forward and backward paths as well as
the probability associated with each case. Here it is
assumed that only one type of the attacks will hap-
pen, i.e. either DDoS attack (j = 1, . . . , 3) or deception
attack (j = 4, . . . , 7) will take place at the same time.

The estimation error is defined as e(k) = x(k)−
x̂(k). So, one can obtain

x(k + 1) = Ax(k)+ γ (k)(1 − δ(k))BKx(k)

+ γ (k)δ(k)Bζu(k)
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Figure 3. Types of the attack.

+ (1 − γ (k))BKx(k − τ bk )

− γ (k)(1 − δ(k))BKe(k)

− (1 − γ (k))BKe(k − τ bk ) (6)

e(k + 1) = (−BK + LC)x(k)+ (A + BK − LC)e(k)

+ γ (k)(1 − δ(k))BKx(k)

+ γ (k)δ(k)Bζu(k)

+ BK(1 − γ (k))x(k − τ bk )

− γ (k)(1 − δ(k))BKe(k)

− BK(1 − γ (k))e(k − τ bk )

− α(k)(1 − β(k))LCx(k)

− α(k)β(k)Lζy(k)

− (1 − α(k))LCx(k − τ
f
k ) (7)

By defining ξ(k) = [xT(k) eT(k)]T, system (6)
and (7) could be formulated as

ξj(k + 1) = Ājξ(k)+ B̄jξ(k − τ
f
k )+ C̄jξ(k − τ bk )

+ D̄jζ(k), j = 1, . . . , 7 (8)

where ζ(k) = [ζTu (k) ζTy (k)]T, and {Āj, B̄j, C̄j; D̄j,
j = 1, . . . , 7} and j is an index representing each situa-
tion in Figure (3) and their values as follows:

Ā1 =
[
A + BK −BK

LC A − LC

]
,

Ā2 =
[

A 0
−BK A + BK − LC

]
,

Ā3 =
[

A 0
−BK + LC A + BK − LC

]
,

Ā4 =
[
A + BK −BK

0 A − LC

]
,

Ā5 =
[
A + BK −BK

LC A − LC

]
,

Ā6 =
[

A 0
−BK A + BK − LC

]
,

Ā7 =
[

A 0
−BK + LC A + BK − LC

]
,

B̄1 = B̄3 =
[

0 0
−LC 0

]
, B̄j = 0, j = 2, 4, . . . , 7

C̄2 = C̄3 =
[
BK −BK
BK −BK

]
,

C̄j = 0, j = 1, 4, . . . , 7

D̄j = 0, j = 1, . . . , 4, D̄5 =
[
0 0
0 −L

]
,

D̄6 =
[
B 0
B 0

]
, D̄7 =

[
B 0
B −L

]
(9)

Remark 2.2: The following can be noted from (9):

(1) When there is no attack or there is a DDoS attack,
then

Āj + B̄j + C̄j =
[

A + BK −BK
0 A − LC

]
,

j = 1, . . . , 4 (10)
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The result of Āj + B̄j + C̄j, j = 1, . . . , 4 represents
the fundamental matrix of system (8).

(2) Part of the fundamental matrix in (10) is changed
due to signal injected by the attacker in the case of
the deception attack.

Remark 2.3: The deception attack is considered as
an arbitrary bounded energy signal with the following
characteristic:

ζTζ < η2 (11)

The objective in this paper is to build an observer-
based controller as formulated in (3) and (4) to guaran-
tee the exponential stability in the mean square of the
closed loop system (8). Our method is inspired by the
switched time-delay systems (Mahmoud, 2010). For
simplifying the expressions, we define each probabil-
ity as ρj and expected value of it E[ρj] for j = 1, . . . , 7
as shown in Figure 3.

3. Main results

The stability analysis and controller synthesis prob-
lems for the closed-loop system (8) will be investigated
in this section. We will discuss the stability analysis
problem to obtain a sufficient condition to guarantee
the exponential stability in the mean square of sys-
tem (8) with the given observer based controller (4)
and (5). By expansion of the work of Mahmoud
and Xia (2009), the main theorem will be established
using the following candidate Lyapunov function:

V(ξj(k)) =
5∑

i=1
Vi(ξj(k)), j = 1, . . . , 7 (12)

where

V1(ξj(k)) =
7∑

j=1
ξTj (k)Pξj(k), P > 0

V2(ξj(k)) =
7∑

j=1

k−1∑
i=k−τ fk

ξTj (i)Qjξj(i), Qj = QT
j > 0

V3(ξj(k)) =
7∑

j=1

k−1∑
i=k−τ bk

ξTj (i)Qjξj(i)

V4(ξj(k)) =
7∑

j=1

−τ−
f +1∑

=−τ+
f +2

k−1∑
i=k+−1

ξTj (i)Qjξj(i)

V5(ξj(k)) =
7∑

j=1

−τ−
b +1∑

=−τ+
b +2

k−1∑
i=k+−1

ξTj (i)Qjξj(i) (13)

Let us define real scalars υ > 0 and � > 0 with the
following characteristics:

υ‖ξj(k)‖2 ≤ V(ξj(k)) ≤ �‖ξj(k)‖2, j = 1, . . . , 7
(14)

Theorem3.1: For a given controller and observer gains
K and L, system (8) is exponentially stable if there
exist matrices P > 0, QT

j = Qj > 0, j = 1, . . . , 7 and
matrices Fi, Ui, and Zi, i = 1, 2, satisfying the following
LMI:

ϒj =

⎡⎢⎢⎣
ϒ1j ϒ2j ϒ3j

• ϒ4j 0
• • ϒ5j

⎤⎥⎥⎦ < 0 (15)

ϒ1j =

⎡⎢⎢⎣
�j +�j1 −F1 + UT

1 −F2 + UT
2

• −U1 − UT
1 − ρ̂jQj 0

• • −U2 − UT
2 − ρ̂jQj

⎤⎥⎥⎦

ϒ2j =

⎡⎢⎢⎣
−F1 + ZT

1 −�j2 −F2 + ZT
2 −�j3

−U1 − ZT
1 0

0 −U2 − ZT
2

⎤⎥⎥⎦ ,

ϒ3j =

⎡⎢⎢⎣
�j7

0
0

⎤⎥⎥⎦
ϒ4j =

[
−Z1 − ZT

1 +�j4 �j5

• −Z2 − ZT
2 +�j6

]
,

ϒ5j = �j8 − ηI (16)

where

�j = −P + ρ̂j(τ
+
f − τ−

f + τ+
b − τ−

b + 2)Qj

+ F1 + FT1 + F2 + FT2
�j1 = (Āj + B̄j + C̄j)

Tρ̂jP(Āj + B̄j + C̄j)

�j2 = (Āj + B̄j + C̄j)
Tρ̂jPB̄j,

�j3 = (Āj + B̄j + C̄j)
Tρ̂jPC̄j

�j4 = B̄Tj ρ̂jPB̄j, �j5 = B̄Tj PC̄j, �j6 = C̄T
j ρ̂jPC̄j

�j7 = (Āj + B̄j + C̄j)
Tρ̂jPD̄j, �j8 = D̄Tρ̂jPD̄j

Proof: Let y(k) = x(k + 1)− x(k), so,

ξj(k − τ
f
k ) = ξj(k)−

k−1∑
i=k−τ fk

y(i) (17)
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ξj(k − τ bk ) = ξj(k)−
k−1∑

i=k−τ bk

y(i) (18)

And system (8) can be represented as

ξj(k + 1) = (Āj + B̄j + C̄j)ξj(k)− B̄jλ(k)

− C̄jε(k)+ D̄jζ(k) (19)

where

λ(k) =
k−1∑

i=k−τ fk

y(i), ε(k) =
k−1∑

i=k−τ bk

y(i).

Now, by evaluation of the difference ofV1(ξj(k)) along
the solution of system (19), leads to

E[�V1(ξj(k))] = E[V1(ξj(k + 1))] − V1(ξj(k))

=
7∑

j=1
[ξTj (k)[�j1 − P]ξj(k)

− 2ξTj (k)�j2λ(k)− 2ξTj (k)�j3ε(k)

+ λT(k)�j4λ(k)+ 2λT(k)�j5ε(k)

+ εT(k)�j6ε(k)+ 2ξTj (k)�j7ζ(k)

+ ζT(k)(�j8 − ηI)ζ(k)] (20)

A straightforward computation gives

E[�V2(ξj(k)]

=
7∑

j=1
ρ̂j

⎡⎢⎣ k∑
i=k+1−τ fk+1

ξTj (i)Qjξj(i)

−
k−1∑

i=k−τ fk

ξTj (i)Qjξj(i)

⎤⎥⎦
= ξTj (k)Qξj(k)− ξj(k − τ

f
k )Qjξj(k − τ

f
k )

+
k−1∑

i=k+1−τ fk+1

ξTj (i)Qjξj(i)

−
k−1∑

i=k+1−τ fk

ξj(i)Qjξj(i) (21)

In view of
k−1∑

i=k+1−τ fk+1

ξTj (i)Qjξj(i)

=
k−τ fk∑

i=k+1−τ fk+1

ξTj (i)Qjξj(i)+
k−1∑

i=k+1−τ fk

ξTj (i)Qjξj(i)

≤
k−1∑

i=k+1−τ fk

ξTj (i)Qjξj(i)+
k−τ−

f∑
i=k+1−τ+

f

ξTj (i)Qjξj(i)

(22)

We readily obtain

E[�V2(ξj(k))]

≤
7∑

j=1
ρ̂j

⎡⎢⎣ξTj (k)Qjξj(k)− ξTj (k − τ
f
k )

× Qjξj(k − τ
f
k )+

k−τ−
f∑

i=k+1−τ+
f

ξTj (i)Qjξj(i)

⎤⎥⎦
(23)

By applying the same procedure, we have

E[�V3(ξj(k))]

≤
7∑

j=1
ρ̂j

⎡⎢⎣ξTj (k)Qjξj(k)− ξTj (k − τ bk )

× Qjξj(k − τ bk )+
k−τ−

b∑
i=k+1−τ+

b

ξTj (i)Qjξj(i)

⎤⎥⎦
(24)

Finally

E[�V4(ξj(k))]

=
7∑

j=1
ρ̂j

⎡⎢⎣ −τ−
f +1∑

=−τ+
f +2

[ξTj (k)Qjξj(k)− ξTj (k + − 1)

× Qjξj(k + − 1)]

⎤⎥⎦
=

7∑
j=1

ρ̂j

[
(τ+

f − τ−
f )ξ

T
j (k)Qjξj(k)

−
k−τ−

f∑
i=k+1−τ+

f

ξTj (i)Qjξj(i)

⎤⎥⎦ (25)
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E[�V5(ξj(k))]

=
7∑

j=1
ρ̂j

⎡⎢⎣(τ+
b − τ−

b )ξ
T
j (k)Qjξj(k)

−
k−τ−

b∑
i=k+1−τ+

b

ξTj (i)Qjξj(i)

⎤⎥⎦ (26)

It follows from (17) and (18) that

ξj(k)− ξj(k − τ
f
k )− λ(k) = 0 (27)

ξj(k)− ξj(k − τ bk )− ε(k) = 0 (28)

So, for any matrices Fi, Ui and Zi, i = 1, 2, with
appropriate dimensions, we could use the
formulas:

2[ξTj (k)F1 + ξTj (k − τ
f
k )U1 + λT(k)Z1]

× [ξj(k)− ξj(k − τ
f
k )− λ(k)] = 0 (29)

2[ξTj (k)F2 + ξTj (k − τ bk )U2 + εT(k)Z2]

× [ξj(k)− ξj(k − τ bk )− ε(k)] = 0 (30)

The combination of (20)–(30) will lead to

E[�V(ξj(k))]

≤
7∑

j=1

⎡⎣ξTj (k)�jξj(k)

+
7∑

j=1
ξTj (k)(−2F1 + 2UT

1 )ξj(k − τ
f
k )

+ ξTj (k)(−2F2 + 2UT
2 )ξj(k − τ bk )

+ ξTj (k)(−2F1 + 2ZT
1 − 2�j2)λ(k)

+ ξTj (k)(−2F2 + 2ZT
2 − 2�j3)ε(k)

+ ξTj (k − τ
f
k )(−U1 − UT

1 − ρ̂jQj)ξj(k − τmk )

+ ξTj (k − τ
f
k )(−2U1 − 2ZT

1 )λ(k)

+ ξTj (k − τ bk )(−U2 − UT
2 − ρ̂jQj)ξj(k − τ ak )

+ ξTj (k − τ bk )(−2U2 − 2ZT
2 )ε(k)

+ λT(k)(−Z1 − ZT
1 +�j4)λ(k)

+ εT(k)(−Z2 − ZT
2 +�j5)ε(k)+ λT(k)�j6ε(k)

+ 2ξTj �j7ζ + ζT(�j8 − ηI)ζ

⎤⎦
=

7∑
j=1

[
�T(k)ϒ̃j�(k)

]
(31)

where

�(k) = [
ξTj (k) ξTj (k − τ

f
k ) ξTj (k − τ bk ) λT(k)

εT(k) ζT(k)
]T (32)

and ϒ̃j corresponds to ϒj in (15) by Schur comple-
ments. If ϒj < 0, j = 1, . . . , 7 holds, then

E[V(ξj(k + 1))− V(ξj(k))]

=
7∑

j=1

[
�T(k)ϒ̃j�(k)

]

≤
7∑

j=1

[
− λmin(ϒ̃j)�

T(k)�(k)
]

< −
7∑

j=1

[
βj�

T(k)�(k)
]

(33)

where

0 < βj < min
[
λmin(ϒj), max{λmax(P), λmax(Qj)}

]
Inequality (31) implies that E[V(ξj(k + 1))−
V(ξj(k))] < −φV(ξj(k)), 0 < φ < 1. In view of Yang
et al. (2006), we have

||ξj(k)||2 ≤ υ

κ
||ξj(0)||2(1 − φ)k + λ

υφ

So, the exponential stability of system (8) can be veri-
fied. �

Corollary 3.2: For the case of DDoS attack only, for
a given controller gain K and observer gain L. System
(8) is exponentially stable if there exist matrices P > 0,
QT
j = Qj > 0, j = 1, . . . , 4 and matrices Fi,Ui, and Zi,

i = 1, 2, satisfying the following LMI:

ϒ ′
j =

[
ϒ ′
1j ϒ ′

2j

• ϒ ′
3j

]
< 0 (34)

ϒ ′
1j =

⎡⎢⎢⎣
�j +�j1 −F1 + UT

1 −F2 + UT
2

• −U1 − UT
1 − ρ̂jQj 0

• • −U2 − UT
2 − ρ̂jQj

⎤⎥⎥⎦
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ϒ ′
2j =

⎡⎢⎢⎣
−F1 + ZT

1 −�j2 −F2 + ZT
2 −�j3

−U1 − ZT
1 0

0 −U2 − ZT
2

⎤⎥⎥⎦ ,

ϒ ′
3j =

[
−Z1 − ZT

1 +�j4 �j5

• −Z2 − ZT
2 +�j6

]
, (35)

where

�j = −P + ρ̂j(τ
+
f − τ−

f + τ+
b − τ−

b + 2)Qj + F1

+ FT1 + F2 + FT2
�j1 = (Āj + B̄j + C̄j)

Tρ̂jP(Āj + B̄j + C̄j),

�j2 = (Āj + B̄j + C̄j)
Tρ̂jPB̄j

�j3 = (Āj + B̄j + C̄j)
Tρ̂jPC̄j, �j4 = B̄Tj ρ̂jPB̄j

�j5 = B̄Tj PC̄j, �j6 = C̄T
j ρ̂jPC̄j

Proof: The proof of Corollary 3.2 could be obtained
by applying the same procedure of the proof of
Theorem 3.1. �

Remark 3.1: Theorem 3.1 provides a stability condi-
tion for a class of CPS in the form of (8) with cer-
tain values of controller and observer gains subject to
both DDoS and deception attacks. The DDoS attacks
are considered to cause delays in transmitting sig-
nals from sensors to controller (forward bath) and\or
from controller to actuators (backward path) with
certain ranges, [τ−

f , τ+
f ], [τ−

b , τ+
b ], respectively. And

the deception attacks could affect the forward and\or
backward paths in the CPSwith a signal bounded by η.
On the other hand,Corollary 3.2 provides a similar sta-
bility condition for CPS with a similar circumstances
but without deception attacks.

Theorem 3.3: For a given delay bounds τ+
f , τ−

f , τ+
b ,

τ−
b and ρ̂j, j = 1, . . . , 7. System (8) is exponentially sta-
ble if there exist matrices X,Y1,Y2, ξj > 0, j = 1, . . . , 7
and matrices Hi,Mi and Ri, i = 1, 2, satisfying the fol-
lowing LMI:⎡⎢⎢⎣

ϒ̂1j ϒ̂2j 0
• ϒ̂3j 0
• • −ηI

�̂j

• −ρ̂jX̂

⎤⎥⎥⎦ < 0 (36)

where

X̂ =
[

X 0
0 X

]
, (37)

�̂j = −X̂ + ρ̂j(τ
+
f − τ−

f + τ+
b − τ−

b + 2)ξj

+ H1 + HT
1 + H2 + HT

2

ϒ̂1j =

⎡⎢⎢⎣
�̂j −H1 + MT

1 −H2 + MT
2

∗ −M1 − MT
1 − ρ̂jξj 0

∗ ∗ −M2 − MT
2 − ρ̂j�j

⎤⎥⎥⎦

ϒ̂2j =

⎡⎢⎢⎣
−H1 + RT1 −H2 + RT2
−M1 − RT1 0

0 −M2 − RT2

⎤⎥⎥⎦ ,

ϒ̂3j =
[
−R1 − RT1 0

∗ −R2 − RT2

]

�̂j = [�̂1j 0 0 �̂4j �̂5j �̂6j]T (38)

with

�̂1j =
[
XAT + YT

1 B
T 0

XAT XAT − YT
2

]
, j = 1, . . . , 4,

�̂15 =
[
XAT + YT

1 B
T YT

2
XAT XAT

]
,

�̂16 =
[
XAT −YT

1 B
T

XAT XAT − YT
2

]
,

�̂17 =
[
XAT −YT

1 B
T + YT

2
XAT XAT

]
�̂4j =

[
0 YT

2
0 YT

2

]
, j = 1, 3,

�̂5j =
[−YT

1 B
T −YT

1 B
T

0 0

]
, j = 2, 3

�̂65 =
[
0 0
0 −XLT

]
, �̂66 =

[
XBT XBT

XBT XBT

]
,

�̂67 =
[
XBT XBT

XBT XBT − XLT

]
,

�̂4j = 0, j = 2, 4, . . . , 7,

�̂5j = 0, j = 1, 4, . . . , 7, �̂6j = 0, j = 1, . . . , 4

and K = Y1X−1 and L = Y2X−1C†

Proof: By defining

�j = [(Āj + B̄j + C̄j) 0 0 − B̄j − C̄j D̄j]T

We can describe matrix inequality (15) by

ϒj = ϒ̃j +�jP�T
j < 0 (39)

ϒ̃j =

⎡⎢⎢⎣
ϒ̃1j ϒ̃2j 0
∗ ϒ̃3j 0
∗ ∗ −ηI

⎤⎥⎥⎦ < 0
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ϒ̃1j =

⎡⎢⎢⎣
�j −F1 + UT

1 −F2 + UT
2

∗ −U1 − UT
1 − ρ̂jQj 0

∗ ∗ −U2 − UT
2 − ρ̂jQj

⎤⎥⎥⎦

ϒ̃2j =

⎡⎢⎢⎣
−F1 + ZT

1 −F2 + ZT
2

−U1 − ZT
1 0

0 −U2 − ZT
2

⎤⎥⎥⎦ ,

ϒ̃3j =
[
−Z1 − ZT

1 0
∗ −Z2 − ZT

2

]
(40)

Select X̂ = P−1, and by applying Schur comple-
ments, we formulate matrix ϒj in (39) as follows:⎡⎢⎢⎣

ϒ̃1j ϒ̃2j 0
• ϒ̃3j 0
• • −ηI

�j

• −ρ̂jX̂

⎤⎥⎥⎦ < 0 (41)

Multiplying the matrix inequality in (40) from right
and left by diag[X̂, X̂, X̂, X̂, X̂, I, I] and applying (37)
and

�j = X̂QjX̂, Hi = X̂FiX̂,

Mi = X̂UiX̂, Ri = X̂ZiX̂, j = 1, . . . , 7, i = 1, 2

Matrix inequality (36) subject (38) can be obtained.
�

Corollary 3.4: For the case of DDoS attack only, for
a given delay bounds τ+

f , τ−
f , τ+

b , τ−
b and ρ̂j, j =

1, . . . , 4. Then, System (8) is exponentially stable if there
exist matrices 0 < X, Y1, Y2, 0 < �j, j = 1, . . . , 4 and
matrices Hi,Mi and Ri, i = 1, 2, satisfying the following
LMI: ⎡⎢⎢⎣

ϒ̂ ′
1j ϒ̂ ′

2j

• ϒ̂ ′
3j

�̂j

• −ρ̂jX̂

⎤⎥⎥⎦ < 0 (42)

X̂ =
[
X 0
0 X

]
(43)

�̂j = −X + ρ̂j(τ
+
f − τ−

f + τ+
b − τ−

b + 2)�j

+ H1 + HT
1 + H2 + HT

2

ϒ̂ ′
1j =

⎡⎢⎢⎣
�̂j −H1 + MT

1 −H2 + MT
2

∗ −M1 − MT
1 − ρ̂j�j 0

∗ ∗ −M2 − MT
2 − ρ̂j�j

⎤⎥⎥⎦

ϒ̂ ′
2j =

⎡⎢⎢⎣
−H1 + RT1 −H2 + RT2
−M1 − RT1 0

0 −M2 − RT2

⎤⎥⎥⎦ ,

ϒ̂ ′
3j =

[
−R1 − RT1 0

∗ −R2 − RT2

]
(44)

�̂j =
[
�̂1j 0 0 �̂4j �̂5j

]T
�̂1j =

[
XAT + YT

1 B
T 0

XAT XAT − YT
2

]
, j = 1, . . . , 4

�̂15 =
[
XAT + YT

1 B
T YT

2

XAT XAT

]
,

�̂16 =
[
XAT −YT

1 B
T

XAT XAT − YT
2

]

�̂4j =
[
0 YT

2

0 YT
2

]
, j = 1, 3,

�̂5j =
[
−YT

1 B
T −YT

1 B
T

0 0

]
, j = 2, 3

�̂4j = 0, j = 2, 4, . . . , 6,

�̂5j = 0, j = 1, 4, . . . , 6, (45)

with K = Y1X−1 and L = Y2X−1C†.

Proof: The proof of Corollary 3.4 could be obtained
by applying the same procedure of the proof of
Theorem 3.3 with

�j = [(Āj + B̄j + C̄j) 0 0 − B̄j − C̄j]T

�

Remark 3.2: Theorem 3.3 offers a criterion to design
stabilising observer-based feedback controller for a
class of CPS in the form of (8) subject to both DDoS
and deception attacks. The DDoS attacks are con-
sidered to cause delays in transmitting signals from
sensors to controller (forward bath) and\or from
controller to actuators (backward path) with cer-
tain ranges, [τ−

f , τ+
f ], [τ−

b , τ+
b ], respectively. And the

deception attacks could affect the forward and\or
backward paths in the CPS with a signal bounded
by η. On the other hand, Corollary 3.4 provides a
similar design method of an observer-based feedback
controller for CPS with a similar circumstances but
without deception attacks.

Remark 3.3: As noted in the above discussion, only
the linear CPS are considered in this paper. How-
ever, all theorems and corollaries are applicable to the
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following class of nonlinear CPS:

f (x(k)) = Ax(k)+ Bu(k)+ g(x, u) (46)

where g(x, u) is a bounded nonlinear function. Discus-
sion ofmore general classes of nonlinear systems is left
for future work.

4. Illustrative example

The effectiveness of the proposed method presented
in this paper is shown by solving the control prob-
lem of the INFANTEAutonomous underwater vehicle
(AUV) as per mentioned by Fadali and Visioli (2012)
and Silvestre and Pascoal (2004). AUVs are robotic
submarines that can be used for a variety of studies
of the underwater environment. The vertical and hor-
izontal dynamics of the vehicle must be controlled to
remotely operate the AUV. The CPS of the AUV and
the observer-based controller is shown in Figure 4.
The forward attack A1 and backward attack A2 could
be DDoS or deception attacks with probability as
described in Figure 3

The simplified dynamics of the INFANTEAUV can
be written in dimensional form as

• Surge motion equation:

mu̇ = CXu2 + CXvvv
2 + CXrr r

2u2CXδrδr δ
2
r

+ CXu̇u̇ + T

• Sway motion equation:

mv̇ + mur = CYrur + CYvuv + CYrrr r
3CYr|r|r|r|

+ CYv|v|v|v|

Figure 4. Schematic diagramof autonomous underwater vehicle
CPS.

+ CYv̇ v̇CYṙ ṙ + Cu2Yδrδr

• Yaw motion equation:

Izṙ = CNvuv + CNv|v|v|v| + CNrur + CNr|r|r|r|
+ CNrrr r

3 + u2CNδr δr

+ CNv̇ v̇ + CNṙ ṙ;

ψ̇ = r;

where u and v denote surge and sway speeds, ψ
and r denote yaw and yaw rate, respectively. The
symbol δr represents the rudder deflection and all
other variables and parameters are defined by Silvestre

Figure 5. States with no attack.

Figure 6. Error in estimation of states with no attack.
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Figure 7. Error in estimation of states subject to cyber attacks
with normal estimator.

Figure 8. States of the AUV subject to cyber attacks with normal
controller.

and Pascoal (2004). The objective of the controller is to
guarantee a stable prescribed motion of the AUV. The
linearised discrete-time model of the AUV is given by

x(k + 1) = Ax(k)+ Bu(k), y(k) = Cx(k)

where x1 is the sway speed, x2 is the yaw angle, x3 is the
yaw rate and u is the rudder deflection, with

A =
⎡⎣−0.14 −0.69 0

−0.19 −0.048 0
0 1 0

⎤⎦ ; B =
⎡⎣ 0.056

−0.23
0

⎤⎦
C = [

1 0 0
]

The initial states value are assumed to be x1(0) =
x2(0) = x3(0) = 1. In this example, we assume that

Figure 9. States with DDoS attack.

the probability of occurring an attack is 0.30, and
the values of probability of the seven cases shown in
Figure 3 are 0.06, 0.06, 0.03, 0.70, 0.06, 0.06, 0.03.Using
YALMIP, the gains of the controller and estimator (3)
and (4) were obtained to be as follows:

K = [0.00388 0.16755 0.00001]

L = [−0.038 − 0.076 − 162.02]T

Several scenarios were considered to verify the effec-
tiveness of the proposed method and obtained result.
In each scenario, both of the states and error in esti-
mation for them were obtained and plotted using
MATLAB/Simulink. The results are summarised as
follows:

(1) System without attack, Figures 5–6.
Here the obtained gains of the observer and con-
troller are applied on the AUV and system is
simulated with free attack.

(2) System subject to attack but with normal con-
troller, Figures 7 and 8.
These figures shows that if the nominal values of
gains that obtained without considering the prob-
ability of occurring an attack are applied to the
AUV while affected by an attack, the system will
become unstable.

(3) System under DDoS attack, Figures 9 and 10.
The AUV is considered to be affected by DDoS
attacks with variable probability in both forward
and backward paths.
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Figure 10. Error in estimation of states with DDoS attack.

Figure 11. States with deception attack.

(4) SystemunderDeception attack, Figures 11 and 12.
TheAUV is considered to be affected by deception
attacks with variable probability in both forward
and backward paths.

As shown in Figures 5–12, the designed observer-
based controller shows stability in the system states
and a small error in estimating these states under all
possibilities of attacks. It can also be noted from Fig-
ures 6, 10 and 12 that there are few high peaks of error
in estimation at certain times, while it is caused by the
initial error in estimation in the first scenario and the
occurrences of high value of attacks in the second and

Figure 12. Error in estimation of states with deception attack.

third scenarios, it does not affected the overall observer
performance and the stability of the states.

5. Conclusion

In this paper, we proposed and studied an improved
observer-based stabilising controller for CPS under
distributed denial of service (DDoS) and deception
attacks. The occurrences of DDoS and deception
attacks are modelled as Bernoulli distributed white
sequences with variable conditional probabilities. The
criterion was formulated in terms of linear matrix
inequalities. Detailed simulation experiments on rep-
resentative systems have shown the applicability of the
proposed methodology and its ability to keep the sys-
tem within the desired stability conditions. As a future
work, we are planning to test the proposed design
using real prototype.

In this paper, we have considered linear CPS as
described by (1) and also a class of nonlinear CPS
as discussed in Remark 3.2. As a future work, this
method could be extended more general nonlinear
system. However, this requires modifying the observer
and controller structures and upgrading the proposed
method as well.
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